FQL-RED: an adaptive scalable schema for active queue management
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SUMMARY

In a potentially congested network, random early detection (RED) active queue management (AQM) proved effective in improving throughput and average queuing delay. The main disadvantage of RED is its sensitive parameters that are impossible to estimate perfectly and adjust manually because of the dynamic nature of the network. For this reason, RED performs differently during different phases of a scenario and there is no guarantee that it will have optimal performance. Giving adaptability to RED has been the subject of broad research studies ever since RED was proposed. After a substantial study of AQM schemes and presenting a novel categorization for so-called modern approaches utilizing artificial intelligence tools to improve AQM, this paper proposes an algorithm enhancing RED as an add-on patch that makes minimal changes to the original RED. Being built on the basis of AQM schemes like ARED and Fuzzy-RED, this algorithm inherits adaptability and is able to adjust RED inaccurate parameters regarding network traffic status, trying to optimize throughput and average queuing delay in a scenario. This algorithm is a Q-learning method enhanced with a fuzzy inference system to provide RED with self-adaptation and improved performance as a result. Given the name of FQL-RED, this algorithm outperformed RED, ARED, and Fuzzy-RED, as the OPNET simulations show. Copyright © 2010 John Wiley & Sons, Ltd.

1. INTRODUCTION

It is generally accepted that the problem of network congestion control remains a critical issue and a high-priority one, especially given the growing size, demand, and speed (bandwidth) of the increasingly integrated service networks. Despite the research efforts spanning a few decades and the large number of different schemes proposed, there are no universally acceptable control solutions. Current solutions in existing networks are becoming ineffective, and it is generally accepted that these solutions cannot easily scale up—even with various proposed ‘fixes’. In this paper we propose a fuzzy-based congestion control approach, with traffic adaptability to address the congestion control problem. The performance of the proposed controlled system is evaluated via simulation.

Since our proposed scheme—fuzzy Q-learning random early detection (FQL-RED)—is fully compatible with RED, we can easily upgrade or replace the existing RED implementations by FQL-RED through patches.

1.1 Classical active queue management (AQM)

The problem of active queue management was first introduced into congestion control literature by the RED algorithm [1]. The problem then received more attention and formed the classic congestion control
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schemes. Classic AQM algorithms are classified according to the criteria on which the decision to drop packets from the queue (when the link suffers from congestion) is made. Four different strategies for queue management can be identified: (i) based on average queue length; (ii) based on packet loss and link utilization; (iii) class-based QM; and (iv) based on control theory. Alternatively, algorithms can be classified as being either reactive or proactive. A reactive AQM algorithm focuses on congestion avoidance, i.e. active early detection of and reaction to congestion. Congestion can occur in this case, but it will be detected early. Decisions on the actions to be taken are based on current congestion. A proactive AQM algorithm focuses on congestion prevention, i.e. intelligent and proactive dropping of packets, resulting in prevention of congestion from ever occurring and ensuring a higher degree of fairness between flows. Decisions on the actions to be taken are based on expected congestion [2].

In the first class of reactive AQM algorithms the dropping decision is based on the observed average queue length. The algorithms in this class can be divided further based on attention paid to fairness as it applies to the distribution of available bandwidth over the active data flows. RED is the basis for all algorithms in this class. It has been widely used in combination with TCP, and is known to have several drawbacks, which have led to the design of many other, improved algorithms. ARED [3], FRED [4], SRED [5], CHOKe [6], QVARED [7], and PUNSI [8] are typical algorithms of this class.

The main idea behind the second class of algorithms is to perform AQM based on packet loss and link utilization rather than on the instantaneous or average queue lengths. Algorithms in this class maintain a single probability $p$, which is used to drop packets when they are queued. If the queue is continually dropping packets due to buffer overflow, $p$ is incremented, thus increasing the rate at which congestion notifications are sent back. Conversely, if the queue becomes empty or if the link is idle, $p$ is decremented. Note that, in contrast to the first class of AQM algorithms, no queue occupancy information is used. BLUE and SFB [9], MRED [10], SFED [11], FABA [12], YELLOW [13], LUBA [14] and RAQM [15] are members of this class.

For the algorithms belonging to the third class, the treatment of an incoming packet (under congestion circumstances) depends on the class this packet belongs to. Theoretically, there are many possible class definitions, but in practice it is most common to categorize incoming packets based on the transport protocol (i.e., TCP or UDP) that has been used to send the packet. With this type of algorithms, for every non-TCP class a threshold is defined, setting a limit to the maximum amount of packets that a certain class can achieve in the queue. CBT [16] and DCBT [17] characterized this class of AQM algorithms as well as SHRED [18].

The fourth category of algorithms has been developed using classical control theory techniques. The queue length at the router is regulated to agree with a desired value by eliminating the ‘error’, that is, the difference between the queue length and this desired value. As a good example of this class, PI-controller [19], DRED [20], AVQ [21], SAVQ [22], EAVQ [23] and PRC [24] can be mentioned.

There are some hybrid algorithms which make use of the benefits of each class to compensate the cons of another group. REM [25], SVQ [26], and RaQ [27] are examples of this group.

One important drawback of the reactive AQM algorithms is that their congestion detection and control functions depend only on either the current queue status or the history of the queue status (e.g. the average queue length). Hence the congestion detection and control in these algorithms are reactive to current or past congestion, but do not respond proactively to incipient congestion. For example, the congestion detection method in RED can detect and respond to long-term traffic patterns using exponentially weighted moving average (EWMA) queue lengths. However, it is unable to detect incipient congestion caused by short-term traffic load changes. In this case, the implicit congestion notification sent back to the end hosts by a packet drop may be an inappropriate control signal, and can possibly make the congestion situation worse. The idea behind proactive AQM schemes is that the packet drop probability at time $t$ is not only a function of the current system parameters (and thus the parameter values at time $t$) and/or previous values (at time $t-1$, $t-2$, etc.), but also on (estimations of) future parameter values (e.g. at time $t+1$). GREEN [28] and PAQM [29] are two proposed algorithms of this class. A detailed study on different classic active queue management algorithms can be found elsewhere [2,30,31].
1.2 Developments to AQM

Sally Floyd, who developed RED, proposed that this algorithm can perform better when it is adaptive regarding the traffic of the network [32]. Thus Floyd extended the algorithm to achieve this adaptability but with no means from artificial intelligence (AI). Various extensions of the RED algorithm can be found [33–37] but still no AI method is used.

The classic approaches of AQM suffer from inaccurate parameters and therefore need human experts to adjust these parameters based on their knowledge, the application and traffic history. On the other hand, incipient congestions in the queue of routers can hardly be detected, which in turn result in decreased performance because of dealing with congestion side effects instead of just avoiding them. On the other hand, misbehaved sources are a treat to fairness of algorithms but usually no effort is spent in finding and extinguishing them. Also the packet drop policy usually follows a linear approach and lacks the flexibility needed to have maximum link utilization and throughput with lower packet drop rate. Machine intelligence tools are introduced in the AQM literature to address these drawbacks of classic methods and form a new generation of so-called modern schemes. Again four different categories of AI strategies for performance boost are introduced and have embedded in the AQM literature: (i) parameter tuning of classic approaches; (ii) prediction or detection of incipient congestion; (iii) classify sources based on their behavior and define service policy for them; and (iv) intelligent packet drop rate adjustment.

The first and most popular type of enhancement of AQM schemes is tuning the parameters of classic schemes. Having free parameters, an AQM scheme suffers from degradation of functionality in some circumstances, so its parameters need to be adjusted carefully regarding the scenario of use. These parameters can be time constants, thresholds, weighting coefficients, or more complex ones that play a critical role in the behavior of the system. Handling traffic turbulences, maximizing the utilization of links, minimizing queuing delay etc. are the results of fine tuning of the parameters in a scenario. As an example, the classic ARED algorithm is shown to do better than RED across congested links through multiple experiments, yet it still needs to be modified to adapt to the changes of network load more effectively. Fuzzy DS RED [38] proposed to use fuzzy rules for RED, believing that fuzzy logic improves the packet drop in a network. Also being facilitated with a fuzzy rule base, AFRED [39] benefits from adaptability, which enables it to perform well in dynamic environments such as networks with dynamic traffic types. FCRED [40], another scheme, uses a fuzzy controller to adjust maximum drop probability. Neuron-RED [41] and Neuron PID [42] use a neural controller to perform the same task. These three algorithms try to stabilize the average queue length around the target queue length. To guarantee the queuing delay in a RED-based queue, a method has been devised [43] which uses stochastic learning automata and thus makes the RED adaptive. PSO-PID [44] extends the PID method with the help of the particle swarm optimization algorithm, using it to adjust PID controller parameters. RBF-PID [45] is another example of adjusting these parameters adaptively, in this case using an RBF neural network. In this approach, the RBF neural network is used to adjust PID parameters regarding link capacity, traffic load and transmission delay. In Yanfei et al. [46] the fuzzy decision process is used to make the packet drop mechanism intelligent. GA-based PID [47] offers a PID controller based on a genetic algorithm and states that this extended algorithm increases throughput and decreases packet loss in regard to the classical PID controller scheme and also keeps the queue length steady. A genetic algorithm has been proposed [48] and evaluated for the optimal tuning of fuzzy PI controller parameters. The main objectives of the controller design method are fast response to high load variations and disturbance rejection in steady-state behavior. These design goals are encoded in a performance index and the genetic algorithm optimally tunes the fuzzy controller parameters. Adaptive and classic control theory serves this category of AQM enhancement as well. Methods have been proposed [49–51] that were designed to stabilize RED by this means.

There are plenty of fixed-strategy self-configuring schemes that use heuristics to adapt parameters. Self-configuring RED [52] is a good example of these. The idea behind this algorithm is to infer...
whether RED should become more or less aggressive by examining the variations in average queue length. Based on the observed queue length dynamics, the algorithm adjusts the value of parameters by scaling them by constant factors, depending on which threshold it crosses. Although performing well, such algorithms do not use AI and do not meet our criteria for categorization as a modern approach.

A second way of providing intelligence to AQM approaches is predicting incipient congestion or detecting congestion in the early stages. Enabling a router to predict congestion by learning from previously experienced similar conditions or by embedding knowledge into its decision-making mechanism will improve the throughput and prevent drastic packet loss. Distinguishing bursty traffic from probable congestion is another goal which AI promises to help AQM towards. A congestion detector using fuzzy logic has been devised [53] that not only inherits good behavior of classic AQM schemes but also the membership functions are automatically defined using PSO algorithm. Another example is a method [54] that uses neuro-fuzzy prediction to capture traffic bursts and correctly predicts incoming steady congestion. NN-RED [55] uses an artificial neural network to predict an early congestion in RED.

Misbehaving sources challenge the fairness of a scheme and lower the quality of service (QoS) of the router to other sources. Classification of sources and crediting them based on their history is a favor that AI and accounting schemes can do for AQM algorithms. While accounting methods follow a crisp strategy to detect and interact with flows, intelligent approaches bring more flexibility and maintain high link utilization, yet are capable of handling congestion more effectively. There is no significant research in this area to date, but it is possible with current knowledge.

Early AQM algorithms propose a linear packet drop rate which relates to queue length or packet loss rate. Nonlinear approaches (e.g. GRED [56] and Exponential RED [35]) worked well to improve the performance of AQM approaches, but adjustable curves of packet drop rate against queue delay are preferred as they were shown to be effective in absorbing bursts and maintaining a non-full queue with high throughput. NLRED [57] is the same as the original RED except that the linear packet-dropping probability function is replaced by a nonlinear quadratic function. While inheriting the simplicity of RED, NLRED was shown to outperform RED, is less sensitive to parameter settings, has a more predictable average queue size, and can achieve a higher throughput. Another minimal adjustment to the RED algorithm was proposed by Hyperbola RED (HRED), which uses the hyperbola as the drop probability curve [58]. The control law of HRED can regulate the queue size, which can be set by the user. As the reference queue size is set by the user, HRED is no longer sensitive to the level of network load and it can achieve higher network utilization and result in predictable average queuing delays. It retains the ability to control short congestion by absorbing bursts, because it still keeps the moving average queue size algorithm and maintain a non-full queue. The next development used a fuzzy logic controller for RED [59]. This approach is based on the idea that linguistic labels can perform well in implementing nonlinear probabilistic drop functions because they have a better understanding of the environment, so this approach can provide better QoS for different types of traffic.

It gets even more interesting when AI tends to solve network congestion problems without having a classic AQM scheme as its basis. A good example is the novel approach proposed in Hadjadj Aoul et al. [60], which is based on self-adaptation, i.e. the AQM scheme adjusts its own parameters in the operation to achieve the highest performance level. This method does not follow any of the classic approaches but uses a fuzzy logic-based AQM and optimizes the equilibrium of throughput against queuing delay.

As is clear from the literature, enhancing RED as the most popular AQM used today and adjusting its parameters as the favorite type of enhancement over RED forms the largest portion of modern AQM literature. Most of these approaches try to solve the drawbacks of this algorithm (to be discussed in Section 2.2) by addressing one issue directly, which will also improve others implicitly. In this paper we follow this popular pathway and adjust RED parameters dynamically using AI, stated technically as a Q-learning algorithm enhanced by fuzzy inference system.
2. BASIC SCHEME OF CONGESTION CONTROL

2.1 Random early detection algorithm

RED, proposed in 1993, was the first AQM algorithm developed [1]. It has been widely used with TCP and has been recommended by the Internet Engineering Task Force. RED has served as the basis for many other algorithms. The algorithm detects incipient congestion by computing the average queue size at the router. When this average queue size exceeds a certain preset threshold, the router drops or marks each arriving packet with a certain probability $p_a$, which is a linear function of the average queue size. Connections are notified of congestion either by dropping packets arriving at the router, or rather by setting a bit in packet headers (which is referred to as ‘marking a packet’). RED can be specified in pseudo-code as shown in Figure 1, where $\text{min}_{th}$ and $\text{max}_{th}$ are minimum and maximum thresholds which can be set by the algorithm user, and are both smaller than the maximum queue size allowed by the router. Whenever a packet detection is detected by a router implementing RED, the average queue size $q_{avg}$ is calculated using a low-pass filter to reduce the potentially significant influence that the short-term traffic bursts could have on the average queue size.

Calculation of $q_{avg}$ is carried out using

$$q_{avg} = (1-w_q) \times q_{avg} + w_q \times q$$

(1)

where $q$ is the instantaneous queue length as observed at the router and $w_q$ is the weight applied by the low-pass filter to the ‘old’ average queue size. By increasing this value $w_q$, the influence of the current queue size on $q_{avg}$ is also increased. This will raise the influence of traffic bursts on the average length of queue. After $q_{avg}$ has been calculated, it is compared to two threshold values: $\text{min}_{th}$ and $\text{max}_{th}$. When $q_{avg}$ is smaller than $\text{min}_{th}$ no packets are marked, and thus each arriving packet is appended at the end of the queue. When $q_{avg}$ lies between $\text{min}_{th}$ and $\text{max}_{th}$ each arriving packet is marked with probability $p_a$. When $q_{avg}$ is greater than $\text{max}_{th}$, all incoming packets are marked with probability 1. The marking probability $p_a$ is calculated as follows:

$$P_a = P_{max} \frac{q_{avg} - \text{min}_{th}}{\text{max}_{th} - \text{min}_{th}}$$

(2)

In the original algorithm, $p_a$ is increased even further as a function of the number of packets that have arrived since the last packet was marked, resulting in a new marking probability $p_b$. Figure 2 shows a graphical representation of the possible values for the marking probability $p_a$.

Here we summarize some of the design goals and guidelines for RED gateways. The main goal of this algorithm is to provide congestion avoidance by controlling the average queue size. Additional goals include the avoidance of global synchronization and of a bias against bursty traffic and the ability to maintain an upper bound on the average queue size even in the absence of cooperation from transport layer protocols. The first job of a congestion avoidance mechanism at the gateway is to detect incipient congestion. A congestion avoidance scheme maintains the network in

For each packet arrival:
- Calculate the average queue size $q_{avg}$
- If $\text{min}_{th} \leq q_{avg} < \text{max}_{th}$:
  - Calculate probability $p_a$
  - With probability $p_a$: mark/drop the arriving packet
- Else if $\text{max}_{th} \leq q_{avg}$:
  - Mark/drop the arriving packet
- Else:
  - Do not mark/drop packet

Figure 1. Pseudo-code of RED algorithm
a region of low delay and high throughput. The average queue size should be kept low, while fluctuations in the actual queue size should be allowed to accommodate bursty traffic and transient congestion. The gateway monitors the size of the queue over time, so it is the appropriate agent to detect incipient congestion. Having a unified view of the various sources contributing to this congestion, the gateway is also the appropriate agent to decide which sources to notify of this congestion. As a result, in a network with connections with a range of different requirements for roundtrip times, throughput, and delay sensitivities, the gateway is the most appropriate agent to determine the size and duration of short-lived bursts in the queue size to be accommodated by the gateway. The RED gateway can do this by controlling the time constants used by the low-pass filter for computing the average queue size.

Our proposed scheme gives the gateway an intelligent tool to optimize this control, alongside controlling other parts of the algorithm autonomously. The goal of the gateway is to detect incipient congestion that has persisted for a ‘long time’ (several roundtrip times). The second job of a congestion avoidance gateway is to decide which connections to notify of congestion at the gateway. One goal is to avoid a bias against bursty traffic. Networks contain connections with different burstiness, and gateways such as Drop Tail and Random Drop gateways have a bias against bursty traffic. With Drop Tail gateways, if the incoming traffic from a particular connection is burstier, the gateway queue is more likely to overflow when packets from that connection arrive at the gateway. Another goal in deciding which connections to notify about the congestion is to avoid the global synchronization that results from notifying all connections to reduce their windows at the same time. Global synchronization has been studied in networks with Drop Tail gateways where this phenomena results in loss of throughput in the network. In order to avoid problems such as biases against bursty traffic and global synchronization, congestion avoidance gateways can use distinct algorithms for congestion detection and for deciding which connections to notify of this congestion. The RED gateway uses randomization in choosing which arriving packets to mark, as all its successors do. With this approach, the probability of marking a packet from a particular connection is roughly proportional to that connection’s share of the bandwidth through the gateway. This method can be efficiently implemented without maintaining per-connection state at the gateway. One goal for a congestion avoidance gateway is the ability to control the average queue size even in the absence of cooperating sources. This can be done if the gateway drops arriving packets when the average queue size exceeds some maximum threshold (rather than setting a bit in the packet header). This method could be used to control the average queue size even if most connections last less than a roundtrip time (as could occur with modified transport protocols in high-speed networks), and even if connections fail to reduce their throughput in response to marked or dropped packets. This maximum threshold is also efficiently adjusted in our proposed method autonomously, as will be mentioned soon.
2.2 Disadvantages of RED

Despite having been widely used in combination with TCP for several years, RED has not found acceptance in the Internet research community [2]. The reason comes from the drawbacks of this algorithm, which can be summarized as follows:

- The packet loss fraction is equal for all flows, regardless of the bandwidth used by each flow.
- No restriction exists against aggressive, non-adaptive flows, which has a negative impact on well-behaving, adaptive flows.
- It is difficult to parameterize RED queues to give good performance under different congestion scenarios.
- The equilibrium queue length strongly depends on the number of active TCP connections.
- RED performance is sensitive to the packet size [57].
- With RED, wild queue oscillation is observed when the traffic load changes [5].

These drawbacks have been the main reason for the development of a vast collection of improved AQM algorithms, of which the most significant are presented earlier in this paper. Although RED suffers from these defects, it is implemented in the vast majority of routers, including all well-known manufactured products. Designing add-ons for the current RED algorithm and applying them in the form of software or hardware patches to the existing routers, instead of changing them to totally new ones, is the only economically acceptable solution for this problem. In this paper, we introduce an add-on complementary algorithm which is able to solve most of the drawbacks of RED.

To address these issues, AQM algorithms have tried to collect additional information from the network to be able to react more intelligently to different conditions. Tools such as accounting mechanisms (e.g. SFB), active connection number estimators (e.g. FPQ [61]), zombie list (e.g. SRED [5]), and early congestion predictors (e.g. NN-RED [55]) are good examples of this claim. Although they provide good knowledge of the network, they are expensive in terms of computational power and/or memory for the routers they are operating on. On the other hand, most of these schemes are able to focus on limited parameters of the network but ignore other parameters. Furthermore, some of the proposed methods lose modularity in their design process and are hard to extend. As is obvious from the literature, adjusting efficient parameters for RED or its derivations is the most popular scheme, while some algorithms improve fairness too, and some other schemes prove independence to the number of TCP connections. Except for proactive schemes, all algorithms use traffic history directly or indirectly to detect incipient congestion, make decisions about dropping a packet, punish misbehaving connections, and other congestion-related operations. In order to maintain the traffic history, different means are utilized, from a single parameter that is updated with an EWMA [1] to neural networks [41] and complex data structures.

In summary, the main defect of the RED algorithm is its parameters, because it is difficult to adjust them well enough to perform satisfactorily in different scenarios. This issue is usually not fully solved even with the help of experts, due to factors such as non-real time network response, human mistakes, lack of full-time monitoring, and financial issues. Designing a mechanism to adjust the parameters automatically is the best choice that comes to mind. Briefly, this suggests a solution for ‘adjusting parameters of RED algorithm to improve its performance in different congestion scenarios’. Each scenario is a network with different kinds of applications such as multimedia, file transfer, real-time applications, and low fault-tolerable data communication. The parameters of the RED algorithm are $\min_{\text{th}}, \max_{\text{th}}, \max_{p}, \text{ and } w_q$. To improve performance, these parameters should change according to current network traffic, and the mission of AQM algorithms is to best manage the condition automatically. Our method uses machine learning to serve this need for automation.

2.3 Sensitivity of RED parameters

Network traffic can hardly be modeled in many networks. Thus the process of parameter adjustment in AQM algorithms is different and, if done manually, loses accuracy as traffic changes. RED
gateways have additional parameters that determine the upper bound on the average queue size, the time interval over which the average queue size is computed, and the maximum rate for marking packets. The congestion avoidance mechanism should have low parameter sensitivity, and the parameters should be applicable to the networks with widely varying bandwidths. A network designer has to decide between three RED gateway parameters, wq, minth, and maxth, to make decisions about the average queue size and allowable queue burst. The parameter maxp can be chosen from a fairly wide range, because it is an upper bound on the actual marking probability p.

To have efficient parameter values for the basic RED algorithm some rules have been introduced that give adequate performance to the RED gateway under a wide range of traffic conditions [1]. Also there exist a few rules of thumb to improve performance of the RED gateway [61]:

1. To ensure adequate calculation of the average queue size, set wq ≤ 0.001. The average queue size at the gateway is limited by maxth, as long as the calculated average queue size qavg is a fairly accurate reflection of the actual average queue size. The weight wq should not be set too low, so that the calculated average queue length does not delay too long in reflecting increases in the actual queue length. The calculation of the average queue size can be implemented particularly efficiently when wq is a (negative) power of two. Equation (3) describes the upper bound on wq required to allow the queue to accommodate bursts of L packets without marking packets. Given a minimum threshold minth, and given that we wish to allow bursts of L packets arriving at the gateway, then wq should be chosen to satisfy the following equation for avgL < minth:

\[
L + 1 + \frac{(1 - w_q)^{L+1} - 1}{w_q} < \text{min}_t h
\]  

2. Set minth sufficiently high to maximize network power. The thresholds minth and maxth should be set sufficiently high to maximize network power. Because network traffic is often bursty, the actual queue size can also be quite bursty; if the average queue size is kept too low, then the output link will be underutilized.

3. Make maxth – minth sufficiently large to avoid global synchronization. Make maxth – minth larger than the typical increase in the average queue size during a roundtrip time, to avoid the global synchronization that results when the gateway marks many packets at one time. One rule of thumb would be to set maxth to at least twice minth. If maxth – minth is too small, then the computed average queue size can regularly oscillate up to maxth; this behavior is similar to the oscillations of the queue up to the maximum queue size with Drop Tail gateways.

4. RED is highly dependent on the number of active TCP connections (N). As shown in Morris [61], the length of queue is related to maxth, maxp and N as shown in equation (4):

\[
q = 0.91 \times \sqrt{N^2 \times \frac{\text{maxth}}{\text{maxp}}}
\]  

An RED router works well if q never exceeds maxth, so that the router is never forced to drop 100% of incoming packets. Equation (4) implies that the parameter values required to achieve this goal depend on the number of active connections. This is a formalization of an idea used by ARED and SRED, which keep q low by varying maxth as a function of N. The observation that one could alternatively change maxth and keep maxp fixed is one way of looking at the FPQ algorithm presented in Morris [61]. In order to compensate for the influence of N or even to take advantage of it, the ratio of maxth/maxp should be adjusted cautiously.

5. Set maxth high enough to avoid retransmissions. Due to the fact that drop probability in RED jumps from maxp to 100% when queue length exceeds maxth, the volume of the retransmissions raises immediately for TCP packets, acting as another critical traffic burst.
2.4 Dynamics of RED

The RED algorithm deals with some problems such as global synchronization, bounded delay requirement, priority of some packets over others, transient network states, jitters, connection starvation, bursty traffic with characteristics of incipient congestion and, most important of all, four free parameters: maxth, maxth, maxp, and wq.

A queue is assumed to be lightly loaded when average queue size is less than minth, so more packets could pass the gateway without being marked and getting dropped. Setting minth to an appropriate value could help the gateway to maintain good link utilization. Relatively small values of minth (minth << maxth) tend to keep the queue size low. Approaching minth to maxth (minth → maxth) leaves the gateway vulnerable to bursts and in the case of equal values (minth = maxth) RED is reduced to the TCP Tail Drop [62] mechanism.

Adjusting the maximum threshold of RED is the subject of much of the reviewed literature. This is due to the extensive role of this parameter in handling congestion. (i) Algorithms like ARED [36] and DSRED [63] try to converge average queue length to a predefined length L. In modern approaches this length is dynamically changed and maxth controls it directly by dropping all packets when average queue length exceeds this threshold. Therefore, in order to maintain a suitable queue length, maxth should be set properly. (ii) This parameter is the marginal value between the normal situation and a congested one, so in order to detect congestion the critical value would be maxth to determine congestion. (iii) As stated in equation (4), this parameter can neutralize the effect of active connection count. On the other hand, a quick change of queue length causes jitter and is not desired (though much control theoretic-based AQM tries to stabilize queue length as well as other schemes). Setting maxth to small values (maxth → minth) results in not using the full capacity of the link and again the case of equal values (minth = maxth) results in the Tail Drop [62] mechanism. Increasing this threshold (maxth → B) can increase the probability of full buffer and connection starvation.

In the transient congestion window, when the queue length is between two thresholds (maxth < q ≤ maxth) the drop probability linearly correlates with average queue length, which would be maxp when this average reaches maxth. This parameter defines the way RED deals with transient traffic. Like maxth, this parameter can neutralize the effect of an active connection count. A high value of maxp (maxp → 100) easily allows the queue length to grow to buffer size, and low values of this parameter (maxp → 0) make a pessimistic assumption about traffic and interpret every burst as severe congestion. When this maximum probability becomes zero (maxp = 0), RED is again reduced to Tail Drop.

wq defines the inertia of RED against the change in average queue length. Too high a value of wq cannot filter transient congestion and expose average queue length to high turbulence. On the other hand, too small a value of wq responds slowly to queue length changes and the gateway cannot detect early congestion.

3. PROPOSED SOLUTION

3.1 Automation and prediction

Earlier in this paper we justified that most AQM schemes take advantage of network traffic history to predict its future behavior. This history can affect several aspects in which an AQM scheme is dealing with the network. As is common in the real world, the traffic of networks is almost the same for long periods of time, maintaining mostly constant or periodic behavior. The reviewed AQM mechanisms counted on this fact and used the history as an immediate response to all conditions, even if it is not exactly the same. The main problem of AQM schemes is their inaccurate parameters, as was mentioned before. Setting these parameters automatically is of great importance to improve a scheme. Additionally, several individual input states can lead to a state of the network in which the history of the network may have the ability to predict the next probable state transition.

Regarding these two needs—automation and prediction—one of the best solutions is to give the scheme learning ability.
One of the missions of an AQM scheme is accommodating bursty traffic in a buffer. To accept \( L \) bursty packets, the RED algorithm needs to adjust \( \text{min th} \) such that equation (3) remains true. This is a constraint on the values of \( \text{min th} \) and \( w_q \). On the other hand, these schemes should handle transient congestions and distinguish them from steady ones. The average queue length is an indicator for congestion. Its change over time is determined by means of an EWMA using \( w_q \) as the weight. Thus manipulating this weight will define the inertia of the scheme to change state between transient and steady congestion. The intelligence to adjust this parameter lies in using traffic history to optimally set this weight. Additionally, the parameter \( \text{max th} \) cooperates in the process of congestion detection and deciding when immediate full drop is needed. The \( \text{max p} \) parameter value really matters in dealing with transient congestion and tries to keep the queue as responsive as possible. The way traffic reacted in the past against packet drops in this situation is the key of improving this parameter. Nevertheless, \( \text{max p} \) and \( \text{max th} \) are engaged in another constraint dictated by equation (4) to compensate for the effect of the number of TCP connections. Estimation of this number, \( N \), costs some computational power [61], which is not always feasible for all kinds of routers, and implicit compensation for it seems a better solution. The process of using history by means of some statistical methods or estimators is vulnerable to changes in the network, including changes in topology, application and faults. Thus, as a primary objective, the scheme should keep responding to new situations appropriately, and secondarily, should maintain the history to respond to cases similar to the stored ones.

Machine-learning tools are appropriate for maintaining history. They offer a wide range of methods, each of which is suitable for various types of problems. Reaction to traffic conditions of the network is a subject that should be learned in this case. Thus some features must be extracted in a way that represents a condition of traffic with appropriate details. On the other hand, traffic history contains many repeated situations. Appropriate actions to deal with these situations which change RED parameters are to be learnt along with traffic transition, although the learning agent will be more effective in the case of periodic traffic.

Reinforcement learning is the problem faced by an agent that has to learn behavior through trial and error interactions with a dynamic environment. Further, there is a focus on online performance, which involves finding a balance between exploration (of uncharted territory) and exploitation (of current knowledge). Thus reinforcement learning is particularly well suited to problems which include a long-term versus short-term reward trade-off. It has been applied successfully to various problems, including robot control, elevator scheduling, telecommunications, backgammon and chess [64]. One of the most effective algorithms of this type is Q-learning. Q-learning is a reinforcement learning technique that works by learning an action-value function that gives the expected utility of taking a given action in a given state and following a fixed policy thereafter. Q-learning is able to compare the expected utility of the available actions without requiring a model of the environment. The core of the algorithm is a simple value iteration update. For each state \( s \) from the state set \( S \), and for each action \( a \) from the action set \( A \), we can calculate an update to its expected discounted reward using the following expression:

\[
Q(s_t, a_t) = Q(s_t, a_t) + \alpha(s_t, a_t) \times [r_t + \gamma \times \max_a Q(s_{t+1}, a) - Q(s_t, a_t)]
\]  

(5)

where \( r_t \) is an observed real reward at time \( t \), \( \alpha(s,a) \) are the learning rates such that \( 0 \leq \alpha(s,a) \leq 1 \), and \( \gamma \) is the discount factor such that \( 0 < \gamma < 1 \).

The problem presented in this paper will be modeled in the form of a Q-learning optimization problem. Each Q-learning problem consists of four design parts: input states, actions, goal (or goals), and reinforce signal. Input states and actions will be described in full detail in the implementation section.

As stated, Q-learning uses a table to save the state-action values. This table is subjected to grow in size with the growth of states or actions. In this problem, each state is a combination of values of each input, each of which usually has a wide range. Thus there will be a large input space and the table seems impossible to fit into the available memory of routers. This issue, along with other issues such
as similar actions for similar states and dependency of states count on the buffer size of each individual router, drives us to obtain assistance from fuzzy logic.

### 3.2 Using a fuzzy inference system

Modeling states of the reinforcement learning algorithm by using a fuzzy rule base facilitates this algorithm to deal with large or continuous spaces, e.g. state and/or action space. Thus it is a mechanism to handle high dimensionality for a table-driven algorithm like Q-learning. This ability for generalization provides flexibility to Q-learning so that it can have variable input state size in different cases. This model also enables knowledge encapsulation into the learning table, i.e. to merge a priori or expert knowledge into the problem. Taking advantage of fuzzy logic, the model is also able to generate continuous actions. Since Q-learning and temporal difference (TD) learning are typically slow, i.e. the agent needs more trials and episodes to learn the desired behavior, the need for a little boost emerged. Fuzzy logic, with its fast nature, speeds up the learning process of these algorithms [65], which makes fuzzy Q-learning (FQL) a fast and powerful extension to classic Q-learning and makes it a sound choice to serve as the machine learning basis of our algorithm.

Fuzzy reinforcement learning is based principally on fuzzy inference systems (FIS). FIS are universal approximators and they can learn by example. The most important feature of FIS is that they can incorporate human a priori knowledge into their parameters and that these parameters have clear physical meaning which will actually speed up learning. An FIS is based on a rule base in which each rule received an antecedent part and its corresponding consequent. Usually the antecedent combination does not matter in tuning FIS, while the issue is the choice of different linguistic terms for each fuzzy variable and the conclusion of each rule. With the method used here it is possible to tune the conclusion part of each rule in a TS-FIS and this would be done over all possible rules in the rule base. FQL is the fuzzy extension of Q-learning, which is an online model-free optimization of a control policy. Briefly speaking, FQL use of TS-FIS estimates the Q-value function for the current state–action pair. This Q-value function, along with the optimal Q-value of the state, calculated in the same way, will be used to compute TD error. Later on, based on the TD error and update rule of TD learning, the action weights will be updated towards gaining more reinforcement, as is the case in Q-learning. The agent then chooses actions based on the quality values (weights) of different actions available in the action set of each rule, along with an exploration/exploitation mechanism named double e-Greedy [66]. As shown in the schematic diagram in Figure 3, everything is based on the actions’ quality values and fuzzy inference. Our proposed method to improve RED algorithm was named FQL-RED after this learning mechanism and the whole process of learning is abstracted in the add-on module which is added to RED, just changing the main parameters of RED externally, leaving the main function of this algorithm (which is possibly hard-wired in the router dropping unit and the only access to that being router commands which configure RED parameters) unchanged.

### 3.3 Implementation

Here the whole process of FQL-RED is explained step by step.

1. **Initialization.** The very first configuration of RED, which is performed by the network designer and contains his expert knowledge. Initializing the learning parameters $\gamma$ and exploration rate $\theta$ is done here too.
2. **Data gathering.** Construct an input vector containing packet enqueue, packet drop, average queue size, minimum threshold, maximum threshold, which defines the current state of the learning agent.
3. **Fuzzification.** We apply a triangular membership functions to fuzzify each input vector into low, medium and high.
4. **Generation of reinforcement signal.** The reinforcement signal is a linear combination of throughput of the router and instantaneous queuing delay. These factors are inversely correlated, and thus the learning mechanism tends to balance their trade-off in dynamic traffic conditions in the network.
5. Estimation of the optimal Q-value. The current input value fires a set of rules. The activated rules have a truth value which is calculated by rule evaluation. The optimal Q-value is the maximum value resulting from the truth value of each rule multiplied by its best action value in the whole rule base:

$$Q^*(X_t) = \frac{\sum_{R_i \in A(X_t)} a_{R_i}(X_t) \times \left[ \max_{\text{set} \ U_i} w_t(a) \right]}{\sum_{R_i \in A(X_t)} \alpha_{R_i}(X_t)}$$  \hspace{1cm} (6)

In this equation \( R_i \) represents a rule from the rule base, \( a_{R_i} \) is truth value of this rule, \( A(X_t) \) is the set of activated rules with input \( X_t \) and \( w_t \) is the table of Q-learning in time \( t \). This table stores values of state–action pairs corresponding to state \( i \) and actions listed in the \( U_i \) set.

6. TD error calculation. In order to calculate the transfer probability of each state–action to a specific state, TD(0) error is calculated as follows:

$$\tilde{\varepsilon}_{t+1} = r_{t+1} + \gamma \times Q^*(X_{t+1}) - \tilde{Q}_i(X, U_i(X_t))$$  \hspace{1cm} (7)

where \( r_{t+1} \) is the generated reinforce signal and \( \gamma (0 < \gamma \leq 1) \) is the discount factor.

7. Exploration/exploitation. One of the most important issues of reinforcement learning is to balance exploration versus exploitation to find the best action while keeping good performance. We use the following formula for action selection:

$$EE(a) = w_t(a) + \frac{\theta}{\tilde{\varepsilon}^{r_t(a)}}$$  \hspace{1cm} (8)
in which $\theta$ is a positive coefficient for the direct exploration part, $w_i(a)$ is the action’s weight, and $n_t(a)$ is the total number of times that the action has been used until time step $t$. EE becomes maximal for the actions that have low weights but are also scarce. Each action should satisfy some constraints to be applicable such as range checks and distance between thresholds. The control mechanism embedded in our algorithm marks inapplicable actions with a setting so that they can never be chosen.

8. Local e-Greedy. Local action selection in each rule will be done by a kind of e-Greedy strategy, selects all rules’ candidates according to their EE values. Equation (9) formulizes this selection:

$$U'_i = U''(k)|EE(U''(k)) = \max_{a \in U'} EE(a)$$

9. Updating FIS. This task is taken over by tuning action qualities, as equation (10) shows:

$$w'_{i+1}(U'_i) = w_i(U'_i) + \tilde{\varepsilon}_{i+1} \times \alpha_{R_i}, \forall R_i \in A(X_i)$$

10. Double e-Greedy action selection. After having selected all rule candidates, in the next higher competition layer the total double e-Greedy or maximum e-Greedy action will be determined by a pure greedy approach based on the rules’ truth values and the nominated actions’ EE from previous steps. This procedure is described in equation (11):

$$U_i(X_i) = U''(k)|EE(U''(k)) \times \alpha_{R_i}(X_i) = \max_{R_i \in A(X_i)} (EE(U'_i) \times \alpha_{R_i}(X_i))$$

11. Estimation of current Q-value. Finally, this phase tends to computing and memorizing the Q-value of the current state–action pair based on the new Q-value function after tuning action weight parameter values through equation (12):

$$\tilde{Q}(X_i, U_i(X_i)) = \frac{\sum_{R_i \in A(X_i)} \alpha_{R_i}(X_i) \times w_i(U'_i)}{\sum_{R_i \in A(X_i)} \alpha_{R_i}(X_i)}$$

12. Actuation. The FQL algorithm functionality is independent of the chosen actions, so it is up to network administrators to choose these actions. These actions perform a slight modification to all parameters: changing $\min_b$, $\max_b$, $\max_p$ and exponential weight factor. As advised in Xu et al. [36] the actions concerning setting $\max_p$ are using AIMD instead of MIMD strategy. Also the changes in $\max_b$ and $\min_b$ should be small enough to avoid oscillation in queue size. Note that exponential weight factor is a substitute for $w_q$ in this implementation, as suggested by OPNET documentation [67], and is used to calculate $w_q$ as in equation (13) to provide more separation between values of $w_o$, giving it meaningful changes:

$$w_q = 2^{-\frac{1}{\exp^\delta}}$$

In summary, the FQL-RED algorithm added some phases to the RED algorithm as mentioned, but did not change its normal procedure, as marked in bold in Figure 4.

4. SIMULATION AND RESULTS

In order to evaluate the performance of FQL-RED a simulation by OPNET is arranged and two different scenarios are employed. In both scenarios a common network configuration, often called Dumbbell topology [31], is used to evaluate the performance of AQM schemes, as shown in Figure 5. This topology imitates a subnet facing congestion, with two routers and a link connecting them that plays
the role of the traffic bottleneck. Router 1 tries to transfer the traffic via this congested link to Router 2, so the output interface of Router 1 is where the AQM scheme should be deployed. In the first scenario, FQL-RED is compared against RED for a time-invariant HTTP traffic, and in the second scenario the performance of FQL-RED challenges ARED and FC-RED with a time-varying mixed traffic.

4.1 Scenario 1: time-invariant traffic

The goal of this experiment is to observe the behavior of FQL-RED in a time-invariant traffic and compare it with RED results. The proposed algorithm tries to achieve optimal policy, maximizing throughput while minimizing average delay, using its well-defined actions. With time-invariant traffic, FQL-RED is expected to set RED parameters in a way that fully improves throughput and delay using a trial-and-error approach and embedded exploration/exploitation mechanism. Figure 6 demonstrates the procedure of parameter adjustment by FQL-RED. As is clear in this graph, all parameters converge
to a constant value after a few episodes. This occurs because when the parameter reaches a suitable value, the received reward from the environment increases and the estimated Q-value of the ‘no-operation’ action dominates other values. Table 1 shows the initial values of RED and FQL-RED parameters.

The learning process is expected to increase the average of the reward signal. In the next experiment, the reinforcement signal used in FQL-RED is calculated for RED but no learning process is employed. This will help us to monitor the effect of the learning process and the reason for superiority of FQL-RED over RED. Figure 7 depicts this comparison.

Figure 8 demonstrates the average of queuing delay (Figure 8(a)) and throughput (Figure 8(b)) of FQL-RED and RED, while Figure 8(c) shows the average queue length during this scenario. In this implementation with regard to the definition of reward signal in the previous section, reinforcement is considered as summation of throughput and queuing delay with equal coefficients. The choice of coefficient indicates the importance of each factor and can be biased towards delay or throughput regarding the quality of service that the network plans to provide.

As Figure 8(c) shows, adjusting the parameters of RED using FQL stabilizes average queue size, leading to improved delay and throughput. The resulting adjustment may not as familiar for a domain expert but, as simulations show, it performs well.

Table 1. RED and FQL-RED parameters: initial configurations on R1 in Scenario 1

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Minimum threshold (min(th))</td>
<td>20</td>
</tr>
<tr>
<td>Maximum threshold (max(th))</td>
<td>40</td>
</tr>
<tr>
<td>Maximum value for (Pb) (max(p))</td>
<td>0.3</td>
</tr>
<tr>
<td>Exponential weight factor</td>
<td>1.0</td>
</tr>
<tr>
<td>Buffer size</td>
<td>100</td>
</tr>
</tbody>
</table>
4.2 Scenario 2: time-varying mixed traffic

This simulation uses a time-varying mixed traffic and is intended to study the learning ability of FQL-RED that enables it to react quickly and appropriately to sudden changes in traffic status. Although the proposed algorithm adjusts parameters based on trial and error for unseen or unfamiliar cases, in the case of long-term traffic there exist plenty of repeated or partly similar states. Thus the slightly slow convergence of the algorithm in the early stages is compensated by rapid optimal action selection in the later stages.

In this scenario the FQL-RED is tested against ARED and FC-RED. The latter algorithms only adjust $\max_p$, but the former aims to adjust all RED parameters, because an AQM scheme can handle a situation by slightly changing a specific parameter rather than massively changing another one, as stated before. For example, a small change in $\max_b$ can have the same effect as large changes in $\max_p$ on the throughput and delay results. Not being limited to a single choice not only gives the algorithm more flexibility but also increases its speed in handling various traffic situations. We claim that our algorithm reacts faster and more accurately than RED, ARED, FC-RED, and theoretically other AQM schemes without the capability of learning. Table 2 shows initial values of RED, FQL-RED, ARED and FC-RED parameters.

Figure 9 describes the parameter tuning during simulation of the scenario, and this continuous change justifies why FQL-RED does not converge to a fixed value for parameters in this time period. Figure 10 illustrate the superiority of FQL-RED against the other three algorithms and it is evident that it can improve delay (Figure 10(a)) and throughput (Figure 10(b)) better, maintaining a fairly suitable queue size under different conditions, as Figure 10(c) shows.

The goal of FQL-RED in these scenarios is to achieve optimal policy. The optimal policy is a sequence of actions leading to increased throughput while simultaneously lowering queuing delay. A so-called network traffic is a set of traffic conditions (i.e. states in the FQL algorithm) which possibly occur in a network, independent of the application that caused it. The main reason for using machine learning in this problem is to obtain a prediction, so that FQL-RED algorithm will be able to predict the next traffic state while observing previously seen traffic conditions and provide the router with the optimal action to catch up with the goal of the system: higher throughput with lower queuing delay. Application independence, periodic and monolithic characteristics of traffic in the real world, and input
Figure 8. (a) Average queuing delay; (b) average throughput; and (c) average queue size of FQLRED and RED during simulation of Scenario 1

Table 2. RED, FQL-RED, ARED and FC-RED parameters: initial configurations on R1 in Scenario 2

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Minimum threshold ($\text{min}_{th}$)</td>
<td>20</td>
</tr>
<tr>
<td>Maximum threshold ($\text{max}_{th}$)</td>
<td>60</td>
</tr>
<tr>
<td>Maximum value for $P_b$ ($\text{max}_p$)</td>
<td>0.1</td>
</tr>
<tr>
<td>Exponential weight factor</td>
<td>1.0</td>
</tr>
<tr>
<td>$\alpha$ (in ARED algorithm)</td>
<td>0.01</td>
</tr>
<tr>
<td>$\beta$ (in ARED algorithm)</td>
<td>0.9</td>
</tr>
<tr>
<td>$Q_r$ (in FC-RED algorithm)</td>
<td>40</td>
</tr>
<tr>
<td>Buffer size</td>
<td>100</td>
</tr>
</tbody>
</table>

Table 2. RED, FQL-RED, ARED and FC-RED parameters: initial configurations on R1 in Scenario 2
signal fuzzification assure a finite set of traffic states encapsulated in a fuzzy rule base, which in turn assures convergence of the system to the optimal solution. The observed difference in queue length of RED and FQL-RED algorithms is due to actions chosen regarding traffic conditions by FQL-RED. The key advantage of FQL-RED is improving RED performance without predefined parameters or any prior knowledge of traffic shape. Regarding this issue, performance is defined in terms of higher throughput and lower delay simultaneously.

5. CONCLUSION

This paper proposed an add-on to the original RED, granting adaptation by means of fuzzy Q-learning to address the main issue of this algorithm, which is parameter sensitivity. The resulting FQL-RED improves the performance of RED and adjusts these parameters in long-term traffic to optimally balance two opposing factors of a gateway: throughput and queuing delay. This algorithm is categorized as a self-adaptive one, inheriting this property from an artificial intelligence technique. Reinforcement learning and specifically Q-learning is a good choice because of the dynamic and episodic nature of network traffic. On the other hand, we enhance our learning mechanism with a
Takagi–Sugeno fuzzy inference system to provide our solution with two major benefits: in the first place, to map a large state space to super-states with a reasonable number that covers a particular situation of the network traffic; secondly to embed expert knowledge into the scheme. The former means that the search space of reinforcement is small enough to ease convergence and the latter assures that the network starts from a good initial setting and uses the experience of a network expert (e.g. administrator) in decision making about packets. Note that in the worst case FQL-RED performs like a RED gateway with imperfectly adjusted parameters. Also FQL-RED learns traffic patterns which lead to congestion, and adapts parameters to effectively avoid congestion. This mechanism provides the algorithm with several other benefits such as independence to the number of active TCP connections, active adaptation to change in network topology or quality of service required, stable handling of bursty traffic, and so on. Furthermore, with the assistance of FIS, the system is provided with scalability.

Figure 10. (a) Average queuing delay; (b) throughput; and (c) average queue length of FQL-RED and RED during simulation of Scenario 2
Finally, it is shown that FQL-RED outperforms RED, ARED, and FC-RED with regard to design goals (higher throughput with less delay).

Using more inputs, expanding the fuzzy inference system with advanced expert knowledge and other fuzzification mappings, improving the machine learning component, integrating a total solution of all RED defects into the learning process, e.g. fairness and misbehaving connections, by expanding the reinforcement signal, changing the combination form of factors in this signal, and generating standard congestion scenario benchmarks to compare this algorithm with other schemes are some guidelines to enlighten future studies in this field.
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