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Abstract

A chemical reaction network is a chemical system involving multiple reactions and chemical species. The simplest stochastic models of such networks treat the system as a continuous time Markov chain with the state being the number of molecules of each species and with reactions modeled as possible transitions of the chain. For such models, there is typically a wide variation in temporal and other quantitative scales. In this multi-scale setting it is typically an extremely difficult task to perform approximations, such as Langevin approximations or law of large number type arguments, to simplify a system. Therefore, numerical methods oftentimes are the only reasonable means by which such models can be understood in real time.

In this paper we provide a general framework for understanding the weak error of numerical approximation techniques in the multi-scale setting. We quantify how the error of three different methods depends upon both the natural scalings within a given system, and with the step-size of the numerical method. Further, we introduce a new algorithm in this setting, the weak trapezoidal algorithm, which was developed originally as an approximate method for diffusion processes, and prove that the leading order of the error process scales with the square of the time discretization, making it the first second order method in this setting.

1 Introduction

A chemical reaction network is a chemical system involving multiple reactions and chemical species. The simplest stochastic models of such networks treat the system as a continuous time Markov chain with the state being the number of molecules of each species and with reactions modeled as possible transitions of the chain. For such models, there is typically a wide variation in scales in that the different species and reaction rates vary over several orders of magnitude. In this multi-scale setting it is typically an extremely difficult task to analytically perform approximations, such as Langevin approximations or law of large number type arguments, to simplify or reduce a system. In fact, this is an active research area [6, 18]. Therefore, numerical methods oftentimes are the only reasonable means by which such models can be understood in real time. This paper provides a general framework for understanding the weak error of numerical approximation techniques for stochastically modeled chemical reaction networks, and introduces the first second order method in this setting.
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More specifically, suppose we have a process \( X \), and a function of the state of the system, \( f \), giving us some quantity of interest, perhaps the abundance of a particular species. Supposing that \( Z \) is an approximation of \( X \), we wish to quantify the behavior of

\[
\mathbb{E} f(X(t)) - \mathbb{E} f(Z(t)).
\]  

(1.1)

To answer this question, we will demonstrate the need to take the natural scales of the problem into account.

We will show that Euler’s method, also known as explicit \( \tau \)-leaping in this setting, is an order one method, in that the leading order of the error (1.1) decreases linearly with the step-size. Also, we will show that the leading order of the error of the approximate midpoint method, introduced in [15], involves some terms that scale linearly and others that scale quadratically with the step-size.

That is,

\[
\mathbb{E} f(X(t)) - \mathbb{E} f(Z_M(t)) = c_1^N h + c_2^N h^2 + o(c_1^N h + c_2^N h^2),
\]

where \( c_1^N, c_2^N \) depend upon the natural scalings of the system, quantified here by \( N > 0 \), and \( Z_M \) denotes the path generated by the approximate midpoint method. The term that dominates this error then depends upon the specific scalings of a system, encapsulated in the constants \( c_1^N \) and \( c_2^N \), and the size of the time discretization \( h \). We will extend the weak trapezoidal method of Anderson and Mattingly, which was originally formulated in the diffusive setting [5], to the discrete, stochastic chemical kinetic setting. We will prove that it is second order accurate in the step-size regardless of the scaling of the system.

This paper is best viewed as a merging and extension of [3], which provided the first error analysis in the stochastic chemical kinetic setting that took the natural scales of the system into account, and [5], which introduced and analyzed the weak trapezoidal algorithm in the diffusive setting.

1.1 Paper outline

The paper is organized as follows. In Section 2 we introduce the basic models to be considered, and discuss the relevant numerical methods. In Section 3, we discuss the multi-scale nature of stochastic models of chemical reaction networks, and incorporate this into our model. In Section 4, we show how bounds on the global weak errors of the different approximation methods can be expressed using respective bounds on the local, one-step errors. In Section 5, we provide the local, one-step analyses for the three methods considered in this paper. In Section 6, we provide results on how the behavior of the exact process affects the global error of the numerical method. In Section 7, we provide a brief discussion of the stability of the different explicit methods we have analyzed. We then finish with examples demonstrating our results in Section 8.

2 The basic model and numerical methods

2.1 The basic model

An example of a chemical reaction is

\[
2S_1 + S_2 \rightarrow S_3,
\]
where we would interpret the above as saying two molecules of type $S_1$ combine with a molecule of type $S_2$ to produce a molecule of type $S_3$. The $S_i$ are called chemical species. Letting
\[
\nu_1 = \begin{pmatrix} 2 \\ 1 \\ 0 \end{pmatrix}, \quad \nu'_1 = \begin{pmatrix} 0 \\ 0 \\ 1 \end{pmatrix}, \quad \text{and} \quad \zeta_1 = \nu'_1 - \nu_1 = \begin{pmatrix} -2 \\ -1 \\ 1 \end{pmatrix},
\]
we see that every instance of the reaction changes the state of the system by addition of $\zeta_1$. Here the subscript “1” is used to denote the first (and in this case only) reaction of the system.

In the general setting we denote the number of species by $d$, and for $i \in \{1, \ldots, d\}$ we denote the $i$th species as $S_i$. We then consider a finite set of $R$ reactions, where the model for the $k$th reaction is determined by

(i) a vector of inputs $\nu_k$ specifying the number of molecules of each chemical species that are consumed in the reaction,

(ii) a vector of outputs $\nu'_k$ specifying the number of molecules of each species that are created in the reaction, and

(iii) a function of the state $\lambda_k$ that gives the transition intensity or rate at which the reaction occurs. (Note that in the chemical literature, transition intensities are referred to as propensities.)

Specifically, if we denote the state of the system at time $t$ by $X(t) \in \mathbb{Z}^d_{\geq 0}$, and if the $k$th reaction occurs at time $t$, we update the state by addition of the reaction vector
\[
\xi_k \overset{\text{def}}{=} \nu'_k - \nu_k
\]
and the new state becomes $X(t) = X(t-) + \xi_k$. For the standard Markov chain model, the number of times that the $k$th reaction occurs by time $t$ can be represented by the counting process $R_k(t) = Y_k \left( \int_0^t \lambda_k(X(s)) \, ds \right)$, where the $Y_k$ are independent unit-rate Poisson processes (see, for example, [20], [10] Chapter 6, or the recent survey [4]). The state of the system then satisfies the equation
\[
X(t) = X(0) + \sum_k Y_k \left( \int_0^t \lambda_k(X(s)) \, ds \right) \xi_k.
\]

The above formulation is termed a “random time change representation” and is equivalent to the “chemical master equation representation” found in much of the biology and chemistry literature, where the master equation is Kolmogorov’s forward equation in the terminology of probability.

A common choice of intensity function for chemical reaction systems, and the one we adopt throughout, is that of mass action kinetics. Under mass action kinetics, the intensity function for the $k$th reaction is
\[
\lambda_k(x) = \kappa_k \prod_{i=1}^d \frac{x_i!}{(x_i - \nu_{ki})!},
\]
where, $\nu_{ki}$ is the $i$th component of $\nu_k$. Implicit in the assumption of mass action kinetics is that the vessel under consideration is “well-stirred.” Note that $\lambda_k$ defined in (2.2) is a polynomial function, and is therefore defined, and infinitely differentiable. While the natural state space is the non-negative orthant, we extend $\lambda_k$ to all of $\mathbb{R}^d$ by setting it to zero outside $\mathbb{R}^d_{\geq 0}$.  

3
This model is a continuous time Markov chain in $\mathbb{Z}^d$ with generator

$$(Af)(x) = \sum_k \lambda_k(x)(f(x + \zeta_k) - f(x)),$$

where $f : \mathbb{Z}^d \to \mathbb{R}$. Throughout the paper, in order to gain control of the terms in (1.1), we will make extensive use of Dynkin’s formula,

$$E_x f(X(t)) = f(x) + \int_0^t E_x(Af)X(s)ds,$$

for suitably chosen $f$ [10], and where the above equality holds so long as the expectations exist.

Kolmogorov’s forward equation for this model is

$$\frac{d}{dt}P(x,t|\pi) = \sum_k \lambda_k(x - \zeta_k)1_{\{x - \zeta_k \in \mathbb{Z}^d\}} P(x - \zeta_k,t|\pi) - \sum_k \lambda_k(x)P(x,t|\pi),$$

where for $x \in \mathbb{Z}^d \geq 0$, $P(x,t|\pi)$ represents the probability that $X(t) = x$, conditioned upon the initial distribution $\pi$.

**Example 1.** To solidify notation, we consider the network

$$S_1 \xrightarrow{\kappa_1} S_2, \quad 2S_2 \xrightarrow{\kappa_2} S_3,$$

where we have placed the rate constants $\kappa_k$ above or below their respective reactions. For this example, equation (2.1) is

$$X(t) = X(0) + Y_1 \left( \int_0^t \kappa_1 X_1(s)ds \right) \begin{bmatrix} -1 \\ 1 \\ 0 \end{bmatrix} + Y_2 \left( \int_0^t \kappa_2 X_2(s)ds \right) \begin{bmatrix} 1 \\ -1 \\ 0 \end{bmatrix} + Y_3 \left( \int_0^t \kappa_3 X_2(s)(X_2(s) - 1)ds \right) \begin{bmatrix} 0 \\ -2 \\ 1 \end{bmatrix}.$$  

Defining $\zeta_1 = [-1, 1, 0]^T$, $\zeta_2 = [1, -1, 0]^T$, and $\zeta_3 = [0, -2, 1]^T$, the generator $A$ satisfies

$$(Af)(x) = \kappa_1 x_1(f(x + \zeta_1) - f(x)) + \kappa_2 x_2(f(x + \zeta_2) - f(x)) + \kappa_3 x_2(x_2 - 1)(f(x + \zeta_3) - f(x))$$

### 2.2 Numerical methods

**Exact methods.** There are a number of numerical methods that produce statistically exact sample paths for the model described above. These include the stochastic simulation algorithm, best known as Gillespie’s algorithm [13, 14], the first reaction method [13], and the next reaction method [1, 12]. All such algorithms perform the same two basic steps multiple times until a sample path is produced over a desired time interval. Conditioned on the current state of the system, both (i) the amount of time that passes until the next reaction takes place, $\Delta t$, is computed and (ii) the specific reaction that has taken place is found. Note that $\Delta t$ is an exponential random variable with a parameter of $\sum_k \lambda_k(X(t))$. Therefore, if

$$\sum_k \lambda_k(X(t)) \gg 1 \quad \text{so that} \quad \mathbb{E}\Delta t = \frac{1}{\sum_k \lambda_k(X(t))} \ll 1,$$
then the runtime needed to produce a single exact sample path may be prohibitive. As such methods are usually coupled with Monte Carlo techniques, this observation motivates the need to consider approximate simulation methods, which we now introduce.

**Approximate methods.** Throughout the paper, we let $X$ denote the solution to (2.1). For approximate methods, we will sometimes consider an arbitrary method and will in such cases denote the solution as $Z$. Other times we will distinguish the Euler, midpoint, and Trapezoidal methods, by $Z_{E}$, $Z_{M}$, $Z_{trap}$, respectively. We will always begin the methods from the same initial condition, namely $X(0) = Z(0) = x_{0}$.

**Remark 2.1.** Historically the time discretization parameter for the methods described in this paper has been $\tau$, thus giving these methods the general name “$\tau$-leaping methods.” We choose to break from this tradition and denote our time-step by $h$ so as not to confuse $\tau$ with a stopping time.

The approximate algorithm termed *explicit tau-leaping* was developed by Dan Gillespie in [15] in an effort to overcome the problem described above that $\Delta t$, the amount of time that must pass before the next reaction event, may be prohibitively small. The basic idea of tau-leaping is to hold the intensity functions fixed over the time interval $[t_{n}, t_{n} + h]$ at the values $\lambda_{k}(X(t_{n}))$, where $X(t_{n})$ is the current state of the system, and, under this assumption, compute the number of times each reaction takes place over this period. Note that this method will potentially yield lower runtimes only if $h \gg 1/\sum_{k} \lambda_{k}(X(t_{n})) \approx \Delta t$. As the waiting times for the reactions are exponentially distributed this leads to the following algorithm, which simulates up to a time of $T > 0$. Below and in the sequel, for $x \geq 0$ we will write Poisson($x$) for a Poisson random variable with a parameter of $x$.

**Algorithm 1 (Euler tau-leaping).** Fix $h > 0$. Set $Z_{E}(0) = x_{0}$, $t_{0} = 0$, $n = 0$ and repeat the following until $t_{n+1} = T$:

(i) Set $t_{n+1} = t_{n} + h$. If $t_{n+1} \geq T$, set $t_{n+1} = T$ and $h = T - t_{n}$.

(ii) For $k \in \{1, \ldots, R\}$, let $\Lambda_{k} = \text{Poisson}(\lambda_{k}(Z_{E}(t_{n}))h)$ be independent of each other and all previous random variables.

(iii) Set $Z_{E}(t_{n+1}) = Z_{E}(t_{n}) + \sum_{k} \Lambda_{k} \zeta_{k}$.

(iv) Set $n \leftarrow n + 1$.

Several improvements and modifications have been made to the basic algorithm described above over the years. However, they are mainly concerned with how to choose the step-size adaptively [8, 16] and/or how to ensure that population values do not go negative during the course of a simulation [2, 7, 9], and are not explicitly relevant to the current discussion of convergence analysis.

Similar to (2.1), a path-wise representation of Euler tau-leaping defined for all $t \geq 0$ can be given through a random time change of Poisson processes:

$$Z_{E}(t) = Z_{E}(0) + \sum_{k} Y_{k} \left( \int_{0}^{t} \lambda_{k}(Z_{E}(s)) ds \right) \zeta_{k},$$

(2.4)

where the $Y_{k}$ are as before, and $\eta(s) \overset{\text{def}}{=} \left. \frac{s}{h} \right| h$. Thus, $Z_{E}(\eta(s)) = Z_{E}(t_{n})$ if $t_{n} \leq s < t_{n+1}$. Noting that $\int_{0}^{t_{n+1}} \lambda_{k}(Z_{E}(s)) ds = \sum_{i=0}^{n} \lambda_{k}(Z_{E}(t_{i}))(t_{i+1} - t_{i})$ explains why this method is called “Euler
tau-leaping.” Defining the operator

\[(B_z f)(x) \overset{\text{def}}{=} \sum_k \lambda_k(z)(f(x + \zeta_k) - f(x)),\]  

(2.5)

we see that for \( t > 0 \)

\[\mathbb{E}f(Z_E(t)) = \mathbb{E}f(Z_E \circ \eta(t)) + \mathbb{E} \int_{\eta(t)}^t (B_{Z_E \circ \eta(t)} f)(Z_E(s)) ds,\]  

(2.6)

so long as the expectations exist. Equation (2.6) points out why we care about the associated operators for each of our approximate methods: they will be used to gain the necessary control over the difference \( \mathbb{E}f(X(t)) - \mathbb{E}f(Z(t)) \), called the weak error of the approximation, which is the focus of our paper.

A midpoint type method was first described in [15] and analyzed in [3]. Define the function

\[\rho(z) \overset{\text{def}}{=} z + \frac{1}{2} h \sum_k \lambda_k(z) \zeta_k,\]

which computes an approximate midpoint for the system assuming the state of the system is \( z \) and the time-step is \( h \). The following algorithm simulates up to a time of \( T > 0 \). Note that only step (ii) changes from Euler tau-leaping.

**Algorithm 2 (Midpoint tau-leaping).** Fix \( h > 0 \). Set \( Z_M(0) = x_0 \), \( t_0 = 0 \), \( n = 0 \) and repeat the following until \( t_{n+1} = T \):

(i) Set \( t_{n+1} = t_n + h \). If \( t_{n+1} \geq T \), set \( t_{n+1} = T \) and \( h = T - t_n \).

(ii) For \( k \in \{1, \ldots, R\} \), let \( \Lambda_k = \text{Poisson}(\lambda_k \circ \rho(Z_M(t_n)) h) \) be independent of each other and all previous random variables.

(iii) Set \( Z_M(t_{n+1}) = Z_M(t_n) + \sum_k \Lambda_k \zeta_k \).

(iv) Set \( n \leftarrow n + 1 \).

Similar to (2.1) and (2.4), \( Z_M(t) \) constructed via Algorithm 2 can be represented for all \( t \geq 0 \) via a random time change of Poisson processes:

\[Z_M(t) = Z_M(0) + \sum_k Y_k \left( \int_0^t \lambda_k \circ \rho(Z_M(s)) ds \right) \zeta_k,\]  

(2.7)

where \( \eta(\cdot) \) is as before. For \( B_z \) defined via (2.5), any \( t > 0 \), and \( Z_M \) generated via (2.7) we have

\[\mathbb{E}f(Z_M(t)) = \mathbb{E}f(Z_M \circ \eta(t)) + \mathbb{E} \int_{\eta(t)}^t (B_{\rho \circ Z_M \circ \eta(t)} f)(Z_M(s)) ds,\]

so long as the expectations exist.

**The weak trapezoidal method.** We will now propose a trapezoidal type algorithm to approximate the solutions of (2.1). The method was originally introduced in the work of Anderson and

---

1 The midpoint method detailed in [15] is actually a slight variant of the method described here. In [15] the approximate midpoint, called \( \rho(z) \) above, is rounded to the nearest integer value.
Mattingly in the diffusive setting where it is best understood by using a path-wise representation that incorporates space-time white noise processes, see [5]. It can similarly be understood in the current setting of jump processes by using a representation that utilizes Poisson random measures. See Appendix A.

In the algorithm below, which simulates a path up to a time \( T > 0 \), it is notationally convenient to define \([x]^+ = x \lor 0 = \max\{x, 0\}\).

**Remark 2.2.** Notice that on the \((n+1)\)st-step, \(Y^*\) is the Euler approximation to \(X(nh + \theta h)\) starting from \(Z_{trap}(t_n)\) at time \(nh\).

**Remark 2.3.** Notice that for all \(\theta \in (0, 1)\) one has \(\xi_1 > \xi_2\) and \(\xi_1 - \xi_2 = 1\).

We define the operator \(\mathcal{B}_{z_1, z_2}\) by

\[
(\mathcal{B}_{z_1, z_2}f)(x) \stackrel{\text{def}}{=} \sum_k [\xi_1 \lambda_k(z_1) - \xi_2 \lambda_k(z_2)]^+(f(x + \zeta_k) - f(x)).
\]

Then, for \(\eta(t) \leq t \leq \eta(t) + \theta h\), the process \(Z_{trap}\) satisfies

\[
\mathbb{E}f(Z_{trap}(t)) = \mathbb{E}f(Z_{trap}(\eta(t))) + \mathbb{E} \int_{\eta(t)}^t (\mathcal{B}_{Z_{trap}(\eta(s)), f})(Z_{trap}(s)) ds,
\]

where we recall that \(\mathcal{B}_z\) is defined via (2.5), and for \(\eta(t) + \theta h \leq t \leq \eta(t) + h\), the process \(Z_{trap}\) satisfies

\[
\mathbb{E}f(Z_{trap}(t)) = \mathbb{E}f(Z_{trap}(\eta(t) + \theta h)) + \mathbb{E} \int_{\eta(t) + \theta h}^t (\mathcal{B}_{Z_{trap}(\eta(t) + \theta h), f})(Z_{trap}(s)) ds.
\]
2.3 Previous error analyses

Under the scaling $h \to 0$, Rathinam et al. performed a consistency check of Euler tau-leaping and found that the local truncation error was $O(h^2)$ for all moments [22]. They also showed that under this same scaling Euler tau-leaping is first order accurate in a weak sense in the case that the intensity functions $\lambda_k$ are linear [22]. Li extended these results by showing that as $h \to 0$, Euler tau-leaping has a strong error (in the $L^2$ norm) of order $1/2$ and a weak error of order one [21], which agree with classical results pertaining to numerical analysis of SDEs driven by Brownian motions (see, for example, [19]).

Under the scaling $h \to 0$ it is readily seen that midpoint tau-leaping is no more accurate than Euler tau-leaping. This follows since midpoint tau-leaping consists of making an $O(h^2)$ correction to the intensity functions used in Euler tau-leaping. As $h \to 0$, this correction becomes negligible as Poisson processes “ignore” $O(h^2)$ corrections, and the accuracy of the two methods will be the same.

However, in many examples the midpoint method is readily seen to be more accurate than Euler’s method in the discrete stochastic setting. In [3], Anderson, Ganguly, and Kurtz provided an error analysis of Euler’s method and the approximate midpoint method under the assumptions that (i) the system of interest satisfies the classical scaling described in Section 3 below and (ii) the time discretization satisfies the requirement

$$h \gg \frac{1}{\sum_k \lambda_k(Z(t))}, \tag{2.9}$$

where $Z(t)$ is the state of the system at time $t$. The requirement (2.9) is reasonable as such approximation methods would only be used in a regime where $h \gg \Delta t$, where $\Delta t$ is the expected amount of time between reactions, for otherwise an exact method would be performed. They proved that, in this specific setting, Euler’s method is an order one method in both a weak and a strong (in the $L^1$ norm) sense. They proved that the strong error of the midpoint method falls between order one and two (see [3] for precise statements), and that the weak error of the midpoint method scales quadratically with the step-size when condition (2.9) is satisfied. The importance of the analysis in [3] is that it pointed out the need to incorporate the natural scales of the system into the analysis.

3 Scaled models

As discussed in and around (2.3), the approximate algorithms being considered are only useful on the class of models which satisfy $\sum_k \lambda_k(X(\cdot)) \gg 1$. There are at least two different ways this behavior can be achieved. The first is that there could be a large number of reactions, $R \gg 1$, in which case the approximate algorithms currently being discussed will not provide an appreciable improvement in terms of runtime over the exact simulation methods. The other common way for $\sum_k \lambda_k(X(\cdot)) \gg 1$ to hold is to have either large abundances of certain species, or to have large rate constants, or both. We will study the behavior of the different algorithms under this latter assumption. To do so, we will introduce a scaling parameter, $N$, used to quantify the variations in the sizes of the abundances and parameters. We emphasize that the scaling detailed below is an analytical tool used to understand the behavior of the different processes, and that the actual simulations using the different methods make no use of, nor have need for, an understanding of $N$.

The specifics of the scaling used here have previously been used in [4, 6, 18]. Let $N \gg 1$. Assume that we are given a model of the form

$$X(t) = X(0) + \sum_k Y_k \left( \int_0^t \lambda_k(X(s))ds \right) \zeta_k,$$
where the \( \lambda'_k \) are of the form
\[
\lambda'_k(x) = \kappa_k \prod_{i=1}^{d} \frac{x_i!}{(x_i - \nu_k)!},
\]
and where we recall that \( \zeta_k \equiv \nu'_k - \nu_k \). For each species \( i \), define the normalized abundance (or simply, the abundance) by
\[
X_i^N(t) = N^{-\alpha_i} X_i(t),
\]
where \( \alpha_i \geq 0 \) should be selected so that \( X_i^N = O(1) \). Here \( X_i^N \) may be the species number (\( \alpha_i = 0 \)) or the species concentration or something else.

Since the rate constants may also vary over several orders of magnitude, we write \( \kappa'_k = \kappa_k N^{\beta_k} \) where the \( \beta_k \) are selected so that \( \kappa_k = O(1) \). Note that for a binary reaction
\[
\kappa'_k X_i X_j = N^{\beta_k + \alpha_i + \alpha_j} \kappa_k X_i^N X_j^N,
\]
and we can write
\[
\beta_k + \alpha_i + \alpha_j = \beta_k + \nu_k \cdot \alpha.
\]
We also have,
\[
\kappa'_k X_i = N^{\beta_k + \nu_k \cdot \alpha} \kappa_k X_i^N, \quad \kappa'_k X_i^N (X_i^N - 1) = N^{\beta_k + \nu_k \cdot \alpha} \kappa_k X_i^N (X_i^N - N^{-\alpha_i}),
\]
where the source vectors are \( \nu_k = e_i \) in the first example and \( \nu_k = 2e_i \) in the second, with similar expressions for intensities involving higher order reactions. That is, under the mass-action kinetics assumption, we always have that \( \lambda'_k(X(s)) = N^{\beta_k + \nu_k \cdot \alpha} \lambda_k(X^N(s)) \), where \( \lambda_k \) is deterministic mass-action kinetics with rate constants \( \kappa_k \). Note that for reactions of the form \( 2S_i \rightarrow * \), where * represents an arbitrary linear combination of the species, the rate is \( N^{\beta_k + 2\alpha_i} \kappa_k X_i^N(t)(X_i^N(t) - N^{-\alpha_i}) \), so if \( \alpha_i > 0 \), we should write \( \lambda_k^N \) instead of \( \lambda_k \), but to simplify notation, we will simply write \( \lambda_k \). Our model has become
\[
X_i^N(t) = X_i^N(0) + \sum_k N^{-\alpha_i} Y_k \left( \int_0^t N^{\beta_k + \nu_k \cdot \alpha} \lambda_k(X^N(s)) ds \right) \zeta_{ki}, \quad i \in \{1, \ldots, d\}. \tag{3.1}
\]

**Remark 3.1.** We emphasize that the models (3.1) and (2.1) are equivalent in that \( X^N \) is a scaled version of \( X \). This scaling will allow us to quantify the behavior of the different algorithms, though plays no role in the simulation of the processes.

**Remark 3.2.** If \( \beta_k + \nu_k \cdot \alpha = \alpha_i = 1 \) for all \( i, k \) in (3.1), then we have what is typically called the classical scaling. It was specifically this scaling that was used in the analyses of Euler and midpoint \( \tau \)-leaping found in [3]. In this case it is natural to consider \( X^N \) as a vector whose \( i \)th component gives the concentration, in moles per unit volume, of the \( i \)th species.

The focus of the paper will now shift from (2.1) to the equivalent (3.1). To analyze how the different algorithms approximate \( X^N \), we will need some terminology which we collect below.

### 3.1 Terminology and definitions

For any vector \( w \in \mathbb{R}^d \), define \( w^N \) to be the vector with \( i \)th component
\[
w_i^N \equiv \frac{w_i}{N^{\alpha_i}},
\]
and define
\[ \mathbb{L}_N = \left\{ x^N \mid x \in \mathbb{Z}^d \right\}. \]

By construction, the process (3.1) lives in \( \mathbb{L}_N \), and its generator is
\[ \mathcal{A}^N f(x) = \sum_k N^{\beta_k + \nu_k \cdot \alpha} \lambda_k(x) (f(x + \zeta^N_k) - f(x)). \] (3.2)

For \( f : \mathbb{L}^N \to \mathbb{R} \) and any \( t \geq 0 \), Dynkin’s formula is now
\[ \mathbb{E}_{x_0} f(X^N(t)) = f(x_0) + \mathbb{E}_{x_0} \int_0^t \mathcal{A}^N f(X(s)) ds, \] (3.3)
which holds so long as the expectations exist.

To quantify the natural time-scale of the system, define \( \gamma \in \mathbb{R} \) via
\[ \gamma \overset{\text{def}}{=} \max \left\{ i,k : \zeta^N_{ki} \neq 0 \right\} \left\{ \beta_k + \nu_k \cdot \alpha - \alpha_i \right\}, \]
where we recall that \( \nu_k \) is the source vector for the \( k \)th reaction. It is worth noting that \( \gamma = 0 \) if one assumes the system satisfies the classical scaling discussed in Remark 3.2. However, \( \gamma = 0 \) in many other settings as well. We will see that our main results are most useful when \( \gamma \leq 0 \).

**Example 2.** As an instructive example, consider the system
\[ S_1 \xrightarrow{100} S_2 \] with \( X_1(0) = X_2(0) = 10,000 \). In this case, it is natural to take \( N = 10,000 \) and \( \alpha_1 = \alpha_2 = 1 \). As the rate constants are \( 100 = \sqrt{10,000} \), we take \( \beta_1 = \beta_2 = 1/2 \) and find that \( \gamma = 1/2 \). The equation governing the normalized process \( X^N_1 \) is
\[ X^N_1(t) = X^N_1(0) - Y_1 \left( N^{1/2} N \int_0^t X^N_1(s) ds \right) \frac{1}{N} + Y_2 \left( N^{1/2} N \int_0^t (2 - X^N_1(s)) ds \right) \frac{1}{N} \]
where we have used that \( X^N_1 + X^N_2 = 2 \).

We define the operator \( \nabla^N_k \) for the \( k \)th reaction via
\[ \nabla^N_k f(x) \overset{\text{def}}{=} N^{\beta_k + \nu_k \cdot \alpha - \gamma} (f(x + \zeta^N_k) - f(x)). \] (3.4)

In Example 2 above, we have
\[ \nabla^N_1 f(x) = N(f(x + (e_2 - e_1)/N) - f(x)) \]
\[ \nabla^N_2 f(x) = N(f(x + (e_1 - e_2)/N) - f(x)), \]
where \( S_1 \to S_2 \) is arbitrarily labeled as the first reaction, and \( e_i \in \mathbb{Z}^2 \) is the vector of all zeros except with a one in the \( i \)th location.

Note that if \( f \) is globally Lipschitz, then by the definition of \( \gamma \), \( \nabla^N_k f(x) \) is uniformly bounded over \( k \) and \( x \). We may now write (3.2) as
\[ \mathcal{A}^N f(x) = \sum_k N^{\gamma} \lambda_k(x) \nabla^N_k f(x). \]
Defining the vector valued operators
\[ \lambda \overset{\text{def}}{=} [\lambda_1, \ldots, \lambda_R], \quad \nabla^N \overset{\text{def}}{=} [\nabla^N_1, \ldots, \nabla^N_R], \tag{3.5} \]
where we recall that \( R \) is the number of reactions, we obtain
\[ \lambda f(x) = (N^\gamma \lambda \cdot \nabla^N) f(x). \]

For \( k \in \{1, \ldots, R\} \) we define
\[ c_k \overset{\text{def}}{=} \beta_k + \nu_k \cdot \alpha - \gamma, \tag{3.6} \]
so that (3.4) becomes
\[ \nabla^N_k f(x) = N^c_k (f(x + \zeta^N_k) - f(x)). \]

For \( i \in \{1, \ldots, d\} \) and \( k \in \{1, \ldots, R\} \), we define
\[ m_k \overset{\text{def}}{=} \min\{\alpha_i : \zeta^N_{ki} \neq 0\}, \]
so that \( O(|\zeta^N_k|) = N^{-m_k} \). Note that \( m_k \geq 0 \), and by the choice of \( \gamma \) we have \( c_k - m_k \leq 0 \) for all \( k \). Further, we point out that \( \gamma \) is chosen so that \( c_k = 0 \) for at least one \( k \). Finally, we note that if \( \|\nabla f\|_\infty \) is bounded, then \( \nabla^N f \) is in \( O(N^{c_k - m_k}) \).

To obtain the analog of (3.3) for the approximate methods we first define the operator \( B^N_z \) by
\[ B^N_z f(x) \overset{\text{def}}{=} (N^\gamma \lambda(z) \cdot \nabla^N) f(x). \]

If \( Z^N_E \) represents the approximation to (3.1) via Euler’s method, then for all \( t > 0 \)
\[ \mathbb{E} f(Z^N_E(t)) = \mathbb{E} f(Z^N_E(\eta(t))) + \mathbb{E} \int_{\eta(t)}^t \left( B^N_{Z^N_E(\eta(t))} f\right)(Z^N_E(s)) ds, \]
so long as the expectations exist. If \( Z^N_M \) represents the approximation to (3.1) via the midpoint method, then for \( t > 0 \)
\[ \mathbb{E} f(Z^N_M(t)) = \mathbb{E} f(Z^N_M(\eta(t))) + \mathbb{E} \int_{\eta(t)}^t \left( B^N_{\rho(Z^N_M(\eta(t)))} f\right)(Z^N_M(s)) ds, \]
so long as the expectations exist, where now
\[ \rho(z) = z + \frac{1}{2} h \sum_k N^{\beta_k + \nu_k \cdot \alpha} \lambda_k(z) \zeta^N_k. \]

While we should write \( \rho^N \) in the above, we repress the “\( N \)” in this case for ease of notation. Finally, define the operator \( B^N_{z_1, z_2} \) by
\[ \left( B^N_{z_1, z_2} f\right)(x) \overset{\text{def}}{=} (N^\gamma [\xi_1 \lambda(z_1) - \xi_2 \lambda(z_2)]^+ \cdot \nabla^N) f(x), \]
where for some \( \theta \in (0, 1) \), \( \xi_1 \) and \( \xi_2 \) satisfy (2.8), and for \( v \in \mathbb{R}^d \) the \( i \)th component of \( v^+ \) is \( [v_i]^+ = \max\{v_i, 0\} \). Then, if \( Z^N_{\text{trap}} \) represents the approximation to (3.1) via the weak trapezoidal method, then for \( \eta(t) \leq t < \eta(t) + \theta h \)
\[ \mathbb{E} f(Z^N_{\text{trap}}(t)) = \mathbb{E} f(Z^N_{\text{trap}}(\eta(t))) + \mathbb{E} \int_{\eta(t)}^t \left( B^N_{Z^N_{\text{trap}}(\eta(t))} f\right)(Z^N_{\text{trap}}(s)) ds, \]
whereas for $\eta(t) + \theta h \leq t < \eta(t) + h$

$$Ef(Z_{trap}^N(t)) = Ef(Z_{trap}^N(\eta(t) + \theta h)) + \mathbb{E} \int_{\eta(t) + \theta h}^{t} (B_{Z_{trap}^N(\eta(t) + \theta h), Z_{trap}^N(\eta(t))} f(Z_{trap}^N(s)) ds.$$

As in [3], we modify the kinetics $\lambda$ via multiplication by a $C^\infty$ cutoff function, which sets the intensities to zero outside of our scaling region of interest. This has the effect of confining the dynamics to a compact subset of $\mathbb{L}_N$, which we denote by $\mathbb{L}_N \subset \mathbb{R}_{\geq 0}^d$. Supposing the cutoff function were denoted $g \in C^\infty_c(\mathbb{R}^d, \mathbb{R})$, we should technically henceforth write $g\lambda$, with the multiplication defined component-wise, as our intensity function. The function $g$ is chosen so that $g\lambda(x) = \lambda(x)$ for all $x$ in a region of interest in the interior of $\mathbb{L}_N$. However, for ease of notation, we refrain from adding the cutoff function in the notation, and continue to solely write $\lambda$. Note that $\|\lambda\|_n$ is now bounded for all $n \geq 0$ where $\|\cdot\|_n$ is defined in (5.1). See Section 2.2 of [3] for a further discussion of the need for such a cutoff function.

For any function $f: \mathbb{R}^d \to \mathbb{R}$, we denote

$$\|f\|_\infty \overset{\text{def}}{=} \sup_{x \in \mathbb{L}_N} \{|f(x)|\}.$$

We abuse notation this way because the processes $X^N$ and $Z^N$ have domain $\mathbb{L}_N$ throughout our analysis.

4 Global error from local error

Throughout the section, we will denote the vector valued process whose $i$th component satisfies (3.1) by $X^N$, and denote an arbitrary approximate process via $Z^N$. Also, we define the following semigroup operators acting on $f \in C_0(\mathbb{L}_N, \mathbb{R})$ as follows

$$\mathcal{P}_t f(x) \overset{\text{def}}{=} \mathbb{E}_x f(X^N(t))$$

$$P_t f(x) \overset{\text{def}}{=} \mathbb{E}_x f(Z^N(t)),$$

where for ease of notation we choose not to incorporate the notation $N$ into either $\mathcal{P}_t$ or $P_t$.

We will interpret the difference between the above two operators, for $t \in [0, T]$, as the weak error of the approximate process $Z^N$ on the interval $[0, T]$. For our purposes, there will be a time discretization associated with $Z^N$, and we will then interpret $\mathcal{P}_h - P_h$ as the one step local error, as is common in the literature. These concepts are defined formally below.

Definition 1. Let $n$ be an arbitrary non-negative integer, and $\mathcal{M}$ be a $m$ dimensional vector of $C(\mathbb{R}^d, \mathbb{R})$ valued operators on $C(\mathbb{R}^d, \mathbb{R})$, with its $\ell$th coordinate denoted by $\mathcal{M}_\ell$. Then we define

$$\|f\|_n^\mathcal{M} = \sup \left\{ \left\| \left( \prod_{i=1}^p \mathcal{M}_{\ell_i} \right) f \right\|_\infty, 1 \leq \ell_i \leq m, \ p \leq n \right\}.$$

For example, if $j, k, \ell \in \{1, ..., R\}$ then

$$|\nabla_j^N \nabla_k^N \nabla^N_\ell f(x)| \leq \|f\|_3^N,$$
where we recall that $\nabla^N$ is defined in (3.5). Note that, for any $\mathcal{M}$,
\[
\|f\|_0^\mathcal{M} = \|f\|_0 = \|f\|_\infty. \tag{4.1}
\]

Also note that, by definition, for $n \geq 0$
\[
\|f\|_n^\mathcal{M} \leq \|f\|_{n+1}^\mathcal{M}.
\]

**Definition 2.** Suppose $\mathcal{M} : C(\mathbb{R}^d, \mathbb{R}) \to C(\mathbb{R}^d, \mathbb{R}^R)$ and $Q : C(\mathbb{R}^d, \mathbb{R}) \to C(\mathbb{R}^d, \mathbb{R})$ are operators. Then define
\[
\|Q\|_j^\mathcal{M} = \sup_{f \in C^j, f \neq 0} \frac{\|Qf\|_j^\mathcal{M}}{\|f\|_j^\mathcal{M}}.
\]

The purpose of this paper can now be stated succinctly. We will derive bounds for the global weak error of the different approximate processes, which, due to (4.1), consists of deriving bounds for $\|(P_h^n - \mathcal{P}_m^n)\|_{m \to 0}$, for an appropriately defined $\mathcal{M}$ and a reasonable choice of $m \geq 0$. Theorem 4.1 below quantifies how the global error $\|(P_h^n - \mathcal{P}_m^n)\|_{m \to 0}$ can be bounded using the one-step local error $\|P_h - \mathcal{P}_m\|_{m \to 0}$. As is common, we will denote by $O(h)$ a set of values bounded by a fixed constant multiple of $h$. Later, in Section 5, we will derive the requisite bounds for the local weak error.

**Theorem 4.1.** Let $\mathcal{M}$ be a $C(\mathbb{R}^d, \mathbb{R}^R)$ valued operator on $C(\mathbb{R}^d, \mathbb{R})$. Then for any $n,m \geq 0$, and $h > 0$
\[
\|(P_h^n - \mathcal{P}_m^n)\|_{m \to 0} = O(n \|P_h - \mathcal{P}_m\|_{m \to 0} \max_{\ell \in \{1, \ldots, n\}} \{\|\mathcal{P}_m\|_{m \to m}\})
\]

**Proof.** Let $f \in C_0(\mathbb{R}^d, \mathbb{R})$. Note that, since $\|g\|_0 = \|g\|_0^\mathcal{M}$ for any $g$,
\[
\|P_h^{j-1}\|_{0 \to 0} \|P_h - \mathcal{P}_m\|_{m \to 0} = \|P_h^{j-1}\|_{0 \to 0} \|P_h - \mathcal{P}_m\|_{m \to m}.
\]

With this in mind
\[
\|(P_h^n - \mathcal{P}_m^n)f\|_0 = \left\| \sum_{j=1}^n (P_h^{j-1} \mathcal{P}_m^{(n-j)} - P_h^{j-1} \mathcal{P}_m^{(n-j+1)})f \right\|_0
\]
\[
\leq \sum_{j=1}^n \|P_h^{j-1} (P_h - \mathcal{P}_m) \mathcal{P}_m^{(n-j)} f\|_0
\]
\[
\leq \sum_{j=1}^n \|P_h^{j-1}\|_{0 \to 0} \|P_h - \mathcal{P}_m\|_{m \to 0} \|\mathcal{P}_m^{(n-j)}\|_{m \to m} \|f\|_m^\mathcal{M}.
\]

Since $P_h$ is a contraction, i.e. $\|P_h\|_{0 \to 0} \leq 1$, the result is shown. \qed

From the proof of the above theorem, the following result is immediate with $\nabla^N$ in place of $\mathcal{M}$.

**Corollary 4.2.** Under the same assumptions of Theorem 4.1 and with $f \in C_0^m(\mathbb{R}^d, \mathbb{R})$,
\[
\|(P_h^n - \mathcal{P}_m^n)f\|_0^{\nabla^N} = O(n \|P_h - \mathcal{P}_m\|^{\nabla^N}_{m \to 0} \max_{\ell \in \{1, \ldots, n\}} \{\|\mathcal{P}_m f\|_m^{\nabla^N}\}).
\]
The following generalization, which allows for variable step sizes, is straightforward.

**Corollary 4.3.** For \( f \in C^m_0(\mathbb{R}^d, \mathbb{R}) \)

\[
\| E_x[f(Z_{t_n})] - E_x[f(X_{t_n})] \|_{\infty} = O(n \max_{i=1,...,n} \{ \| P_{t_i} - P_h \|_{\nabla^N m \to 0} \}) \max_{\ell \in \{1,...,n\}} \{ \| P_{t_\ell} f \|_{\nabla^N m} \}).
\]

Thus, once we compute the local one step error \( \| P_h - P_t \|_{\nabla^N m \to 0} \), we have a bound on the weak error of the algorithm that depends only on the semigroup \( P_t \) of the original process. We will delay discussion of \( \| P_{t_\ell} f \|_{\nabla^N m} \) for now, as this term is independent of the numerical approximation method. Instead, in the next section we provide a bound of \( \| P_h - P_{t_\ell} \|_{\nabla^N m \to 0} \) for each of the different algorithms.

## 5 Local errors

Section 5.1 will present some necessary analytic tools. Sections 5.2, 5.3, and 5.4 will present the local analysis of the Euler, midpoint, and weak trapezoidal tau-leaping, respectively.

### 5.1 Analytical tools

**Definition 3.** Denote the \( j \)th directional derivative of \( f \) into the direction \([v_1, v_2, ... v_j]\) by \( f'[v_1, ..., v_j] \) and

\[
\| f \|_{j} \overset{\text{def}}{=} \sup_{x} \{ f'[v_1, ..., v_j](x), \| v \| = 1 \} \tag{5.1}
\]

**Proposition 5.1.** For \( d, R \geq 0 \), let \( f \in C^1_0(\mathbb{R}^d, \mathbb{R}^R) \). Then, for any \( k \in \{1, ..., R\} \)

\[
\nabla_N^k f \in O(N^{c_k-m_k}\| f \|_1) \subset O(1).
\]

In particular, \( N^{-c_k}\nabla_N^k f \) is bounded.

**Proof.** The result follows from the fact that for any \( w \in \mathbb{R}^d \)

\[
| f(x + w) - f(x) | \leq |w|\| f \|_1.
\]

Define, for any multi-subset \( I \) of \( \{1,...,R\} \),

\[
\nabla_I^N f \overset{\text{def}}{=} \left( \prod_{i=1}^{\| I \|} \nabla_{\ell_i}^N f \right),
\]

so that,

\[
\| f \|_{\nabla_I^N} = \sup_{|I| \leq n} \| \nabla_I^N f \|_{\infty}.
\]

**Proposition 5.2.** For \( d, R \geq 0 \), let \( f \in C^j_0(\mathbb{R}^d, \mathbb{R}^R) \). Then,

\[
\| f \|_{\nabla_I^N} = O(\| f \|_j).
\]
Proof. The case \( j = 1 \) follows from Proposition 5.1. Now consider \( \nabla^N f(x) \) for a multi-set \( I \) of \( \{1, \ldots, R\} \), with \( |I| = j \geq 2 \). If \( m_k > 0 \) for all \( k \in I \), the statement is clear. If on the other hand, \( m_k = 0 \) for some \( k \in I \), then for this specific \( k \), we have \( c_k \leq 0 \) and
\[
\| \nabla^N f \|_\infty \leq 2N^{c_k} \| \nabla^N_{I \setminus k} f \|_\infty = O(\| f \|_{j-1}) = O(\| f \|_j),
\]
where the second to last equality follows by an inductive hypothesis. \( \square \)

We make some definitions associated with \( \nabla^N \). Let \( g : \mathbb{R}^d \to \mathbb{R}^R \). For \( i, j \in \{1, \ldots, R\} \)
\[
[D^N g(x)]_{ij} \overset{\text{def}}{=} \nabla^N_j g_i(x) \\
[(\nabla^N)^2]_{ij} \overset{\text{def}}{=} \nabla^N_i \nabla^N_j \\
diag(N^c) \overset{\text{def}}{=} diag(N^{c_1}, \ldots, N^{c_R}).
\]
(5.2)
Also, we define \( 1_R \) to be the \( R \) dimensional vector whose entries are all 1.

Lemma 5.3. (Product Rule) Let \( g, q : \mathbb{R}^d \to \mathbb{R}^R \) be vector valued functions. Then
\[
\nabla^N_k (g \cdot q)(x) = (\nabla^N_k g \cdot q)(x) + (g \cdot \nabla^N_k q)(x) + N^{-c_k} (\nabla^N_k g \cdot \nabla^N_k q)(x).
\]
Also,
\[
\nabla^N (g \cdot q)(x) = [D^N g]^T q(x) + [D^N q]^T g(x) + diag(N^c)^{-1}([D^N g]^T \times [D^N q]^T)(x)1_R f.
\]

Proof. Note that, for any \( k \),
\[
\nabla^N_k (g \cdot q)(x) = N^{c_k} (g(x + \zeta^N_k)q(x + \zeta^N_k) - g(x)q(x)) \\
= N^{c_k} (g(x + \zeta^N_k) - g(x))q(x) + N^{c_k} (q(x + \zeta^N_k) - q(x))g(x) \\
+ N^{-c_k} N^{c_k} (q(x + \zeta^N_k) - q(x)) N^{c_k} (g(x + \zeta^N_k) - g(x)) \\
= (\nabla^N_k g \cdot q)(x) + (\nabla^N_k q \cdot g)(x) + N^{-c_k} (\nabla^N_k g \cdot \nabla^N_k q)(x),
\]
verifying the first statement. To verify the second, one simply notes that the above calculation holds for every coordinate, and the result follows after simple bookkeeping. \( \square \)

Corollary 5.4. Let \( \lambda : \mathbb{R}^d \to \mathbb{R}^R \) be a vector valued function, and \( f : \mathbb{R}^d \to \mathbb{R} \). Then
\[
\nabla^N_k (\lambda \cdot \nabla^N f)(x) = (\nabla^N_k \lambda \cdot \nabla^N) f + \lambda \cdot \nabla^N \nabla^N_k f + N^{-c_k} \nabla^N_k \lambda \cdot \nabla^N \nabla^N_k f.
\]
Also,
\[
\nabla^N (\lambda \cdot \nabla^N f) = [D^N \lambda]^T \nabla^N f + [(\nabla^N)^2] f \lambda + diag(N^c)^{-1}([D^N \lambda \times (\nabla^N)^2]1_R f. \)
\]
(5.3)

Proof. Simply put \( g = \lambda \) and \( q = \nabla^N f \), and recall that \( \nabla^2 \) is symmetric. \( \square \)

5.2 Euler’s method

Throughout subsection 5.2, we let \( Z^N_E \) be the Euler approximation to \( X^N \) computed via Algorithm 1, and for \( x \in L_N \) let
\[
P_{E,h} f(x) \overset{\text{def}}{=} \mathbb{E}_x f(Z^N_E(h)),
\]
where \( h \) is the step-size taken in the algorithm. Below, we will assume \( h < N^{-\gamma} \), which is a natural stability condition, and is discussed further in Section 7.
**Theorem 5.5.** Suppose that the step size $h$ satisfies $h < N^{-\gamma}$. Then
\[
\|P_{E,h} - P_h\|_{\mathcal{S}}^N = O(N^{2\gamma}h^2).
\]

**Proof.** For Euler’s method with initial condition $x_0$,
\[
P_{E,h}f(x_0) = f(x_0) + hB_{x_0}^Nf(x_0) + \frac{h^2}{2}(B_{x_0}^N)^2f(x_0) + O(N^{3\gamma}\|f\|_{\mathcal{S}}^N h^3),
\]
where, noting $\nabla^N\lambda(x_0) = 0$ and using the product rule in Lemma 5.3, we have
\[
\begin{align*}
B_{x_0}^N f &= N^\gamma \lambda(x_0) \cdot \nabla^N f \\
(B_{x_0}^N)^2 f &= N^\gamma \lambda(x_0) \cdot \nabla^N (N^\gamma \lambda(x_0) \cdot \nabla^N f) \\
&= N^{2\gamma} \lambda(x_0)^T ((\nabla^N)^2 f) \lambda(x_0).
\end{align*}
\]
On the other hand, for the exact process (3.1),
\[
P_h f(x_0) = f(x_0) + hA^N f(x_0) + \frac{h^2}{2}(A^N)^2 f(x_0) + O(N^{3\gamma}\|f\|_{\mathcal{S}}^N h^3),
\]
where, again,
\[
A^N f = N^\gamma \lambda \cdot \nabla^N f.
\]
Noting that,
\[
(A^N)^2 f(x) = N^{2\gamma}(\lambda \cdot \nabla^N (\lambda \cdot \nabla^N f(x)))
\]
\[
= N^{2\gamma} \lambda^T([D^N\lambda]^T \nabla^N f(x) + ([\nabla^N]^2 f) \lambda(x) + N^{2\gamma} \lambda^T(diag(N^{-c})[D^N \lambda \times (\nabla)^2]1_R f)
\]
and defining
\[
a(x) \overset{\text{def}}{=} N^{2\gamma} \lambda^T[D^N\lambda]^T \nabla^N f(x) \\
b(x) \overset{\text{def}}{=} N^{2\gamma} \lambda^T([\nabla^N]^2 f) \lambda(x) \\
c(x) \overset{\text{def}}{=} N^{2\gamma} \lambda^T(diag(N^{-c})[D^N \lambda \times (\nabla)^2]1_R f(x)),
\]
we can write
\[
P_h f(x_0) = f(x_0) + hA^N f(x_0) + \frac{h^2}{2}(a(x_0) + b(x_0) + c(x_0)) + O(N^{3\gamma}\|f\|_{\mathcal{S}}^N h^3).
\]
Note that $B_{x_0}^N f(x_0) = A^N f(x_0)$ and $b(x_0) = (B_{x_0}^N)^2 f(x_0)$. We may then compare (5.4) and (5.6)
\[
(P_{E,h} - P_h)f(x_0) = \frac{h^2}{2}((B_{x_0}^N)^2 f(x_0) - (a(x_0) + b(x_0) + c(x_0))) + O(N^{3\gamma}\|f\|_{\mathcal{S}}^N h^3)
\]
\[
= \frac{h^2}{2}(-a(x_0) - c(x_0)) + O(N^{3\gamma}\|f\|_{\mathcal{S}}^N h^3).
\]
The term $a(x) + c(x) = O(N^{2\gamma}\|f\|_{\mathcal{S}}^N)$ is clearly non-zero in general, giving the desired result. \[\square\]
5.3 Approximate midpoint method

Throughout subsection 5.3, we let \( Z^N_M \) be the midpoint method approximation to \( X^N \) computed via Algorithm 2, and for \( x \in \mathbb{L}_N \) let

\[
P_{M,h} f(x) \text{ def } \mathbb{E}_x f(Z^N_M(h)),
\]

where \( h \) is the step-size taken in the algorithm. As before, we will assume \( h < N^{-\gamma} \), which is a natural stability condition, and is discussed further in Section 7.

**Theorem 5.6.** Suppose that the step size \( h \) satisfies \( h < N^{-\gamma} \). Then

\[
\|(P_{M,h} - \mathcal{P}_h)\|_{3 \rightarrow 0}^{\gamma} = O(N^{3\gamma}h^3 + N^{2\gamma - \min\{m_k\}}h^2).
\]

**Remark 5.7.** Theorem 5.6 predicts that the midpoint method behaves locally like a third order method and globally like a second order method if \( h \) is in a regime satisfying \( N^\gamma h \gg N^{-\min\{m_k\}} \), or equivalently if \( h \gg N^{-\gamma - \min\{m_k\}} \). This agrees with the result found in [3] pertaining to the midpoint method, which had \( \gamma = 0 \), \( m_k \equiv 1 \), and the running assumption that \( h \gg 1/N \). This behavior is demonstrated via numerical example in Section 8.

**Proof.** (of Theorem 5.6) Let \( \zeta^N \) denote the matrix with \( k \)th column \( \zeta^N_k \), i.e.

\[
[\zeta^N] = [\zeta^N_1, \zeta^N_2, \ldots, \zeta^N_N].
\]

Recall that \( \rho \) is defined via

\[
\rho(z) = z + \frac{h}{2} N^\gamma \sum_k \lambda_k(z) N^{ck} \zeta^N_k.
\]

After some algebra, we have

\[
B^N_{\rho(x_0)} f(x) = N^\gamma (\lambda(x_0) + \frac{h}{2} N^\gamma \sum_k \lambda_k(x_0) N^{ck} \zeta^N_k) \cdot \nabla^N f(x)
\]

\[
= N^\gamma \lambda(x_0) \cdot \nabla^N f(x) + w(x) + O(N^{2\gamma}\|f\|_1\|\nabla^N f\|_2^2).
\]

where

\[
w(x) \text{ def } N^{2\gamma} \frac{h}{2} [D\lambda(x_0)] [\zeta^N] \text{ diag}(N^c) \lambda(x_0) \cdot \nabla^N f(x).
\]

Next, using the product rule (5.3), we see

\[
(B^N_{\rho(x_0)})^2 f(x) = N^{2\gamma} \lambda(x_0) + \frac{h}{2} [\zeta^N] \text{ diag}(N^c) \lambda(x_0) \cdot \nabla^N (N^{2\gamma} \lambda(x_0) + \frac{h}{2} [\zeta^N] \text{ diag}(N^c) \lambda(x_0)) \cdot \nabla^N f(x)
\]

\[
= N^{2\gamma} \lambda(x_0) + \frac{h}{2} [\zeta^N] \text{ diag}(N^c) \lambda(x_0))^T [\nabla^N f(x)] \lambda(x_0) \cdot \nabla^N f(x)
\]

\[
= g(x_0) + O(N^{2\gamma}\|f\|_1\|\nabla^N f\|_2^2).
\]

where

\[
g(x_0) \text{ def } N^{2\gamma} \lambda(x_0)^T [\nabla^N f(x)] \lambda(x_0).
\]

Therefore, since \( N^\gamma \lambda(x_0) \cdot \nabla^N f(x_0) = A^N f(x_0) \),

\[
P_{M,h} f(x_0) = f(x_0) + hB^N_{\rho(x_0)} f(x_0) + \frac{h^2}{2} (B^N_{\rho(x_0)})^2 f(x_0) + O(N^{2\gamma}\|f\|_1\|\nabla^N f\|_2^3)
\]

\[
= f(x_0) + h \left(A^N f(x_0) + w(x_0) + O(N^{2\gamma}\|f\|_1\|\nabla^N f\|_2^2) \right)
\]

\[
+ \frac{h^2}{2} \left(g(x_0) + O(N^{2\gamma}\|f\|_1\|\nabla^N f\|_2^2) \right) + O(N^{3\gamma}\|f\|_1\|\nabla^N f\|_2^3).
\]
Recall that
\[(A^N)^2 f(x) = a(x) + b(x) + c(x),\]
where
\[a(x) = N^{2\gamma} \lambda^T [D^N \lambda]^T \nabla^N f(x),\]
\[b(x) = N^{2\gamma} \lambda^T [(\nabla^N)^2 f] \lambda(x),\]
\[c(x) = N^{2\gamma} \lambda^T [\text{diag}(N^{-c})[D^N \lambda \times (\nabla^N)^2] 1_R f(x)],\]
and
\[\mathcal{P}_h f(x_0) = f(x_0) + h A^N f(x_0) + \frac{h^2}{2} (a(x_0) + b(x_0) + c(x_0)) + O(N^{3\gamma} \|f\|_3^N h^3).\]
Noting that \(b(x_0) = g(x_0)\), we see
\[\left( P_{M,h} - \mathcal{P}_h \right) f(x_0) = hw(x_0) + \frac{h^2}{2} (g(x_0) - (a(x_0) + b(x_0) + c(x_0))) + O(N^{3\gamma} \|f\|_3^N h^3)\]
\[= (hw(x_0) - \frac{h^2}{2} a(x_0)) - \frac{h^2}{2} c(x_0) + O(N^{3\gamma} \|f\|_3^N h^3). \tag{5.9}\]
We will now gain control over the terms \((hw(x_0) - \frac{h^2}{2} a(x_0))\) and \(\frac{h^2}{2} c(x_0)\), separately.
Handling \(\frac{h^2}{2} c(x_0)\) first, we simply note that by the discussion surrounding (3.6), we have that \(\nabla^N \lambda_k \in O(N^{-2\gamma - m_k})\), and so
\[c(x_0) = O(N^{2\gamma - \min\{m_k\}} \|f\|_2^N).\]
Next, we will show that
\[hw(x_0) - \frac{h^2}{2} a(x_0) = O(N^{2\gamma - \min\{m_k\}} \|f\|_1^N h^2).\]
We have
\[hw(x_0) - \frac{h^2}{2} a(x_0) = \frac{h^2}{2} N^{2\gamma} [\lambda^T [\zeta^{N}] \text{diag}(N^c) \lambda(x_0) \cdot \nabla^N f(x_0) - \frac{h^2}{2} N^{2\gamma} \lambda^T [D^N \lambda]^T \nabla^N f(x)\]
\[= \frac{h^2}{2} N^{2\gamma} \left( [\lambda^T [\zeta^{N}] \text{diag}(N^c) - [D^N \lambda(x_0)] \right) \lambda(x_0) \cdot \nabla^N f(x_0). \tag{5.10}\]
By Proposition 5.2, \(\nabla^N f(x)\) is bounded by \(\|f\|_1^N\). Therefore, we just need to show that the difference between the two square matrices
\[\begin{bmatrix} D^N \lambda(x_0) \end{bmatrix} \quad \text{and} \quad [D \lambda(x_0)] [\zeta^{N}] \text{diag}(N^c) \tag{5.11}\]
is \(O(N^{-\min\{m_k\}})\). Recalling the definitions in (5.2), the \((i,j)\)th entry of the left side of (5.11) is
\[N^{c_i} \left( \lambda_i(x_0 + \zeta^{N}_j) - \lambda_i(x_0) \right)\]
whereas that of the right side of (5.11) is
\[N^{c_i} \nabla \lambda_i \cdot \zeta^{N}_j.\]
Also, note that, for $\lambda \in C^2_c(\mathbb{R}^d, \mathbb{R})$,

$$(\lambda(x + v) - \lambda(x)) - \nabla \lambda(x) \cdot v \in O(|v|^2 \|\lambda\|_2).$$

where

$$\|\lambda\|_2 = \sup\{\|\lambda\|_\infty, \|\partial_{x_i} \lambda\|_\infty, \|\partial_{x_i} \partial_{x_j} \lambda\|_\infty, i, j, k \leq d.\}$$

Since $\|\lambda_k\|_2$ is bounded for any $k$, the difference between the $(i, j)$th entries of the two expressions in (5.11) is hence

$$O(N^{c_j} N^{-2m_j}).$$

Also, recall that $c_j - m_j \leq 0$ by our choice of $\gamma$, with equality at at least one $j$. Thus the above is also

$$O(N^{-\min\{m_k\}}).$$

Therefore (5.10) is of order

$$O(N^{2\gamma-\min\{m_k\}} h^2 \|f\|_Y \nabla^N),$$

as desired. Combining the above with (5.9) gives us

$$\| (P_h - P_{M,h}) f \|_0 = O(N^{2\gamma-\min\{m_k\}} \|f\|_1 \nabla^N h^2 + N^{2\gamma-\min\{m_k\}} \|f\|_2 \nabla^N h^2 + N^{3\gamma} \|f\|_3 \nabla^N h^3)$$

$$= O(\|f\|_3 \nabla^N [N^{3\gamma} h^3 + N^{2\gamma-\min\{m_k\}} h^2]),$$

implying

$$\| P_{M,h} - P_h \|_{3 \to 0} = O(N^{3\gamma} h^3 + N^{2\gamma-\min\{m_k\}} h^2),$$

as desired. \qed

We can strengthen Theorem 5.6 slightly. Suppose that $f$ explicitly depends only on a subset of species $S_0 \subset S$. More precisely, suppose that

$$S_0(f) = \{i \in \{1, \ldots, d\} : f(x + \epsilon e_i) \neq f(x) \text{ for some } x \text{ and } e_i \in \mathbb{R}^d, \epsilon \in \mathbb{R} \}.$$ 

Next define $R_0$ to be the subset of all reactions that affect any element in $S_0$; that is,

$$R_0(f) = \{k \in \{1, \ldots, R\} : \zeta_{ki} \neq 0 \text{ for some } i \in S_0\}.$$

Therefore,

$$\nabla^N_k f = 0 \quad \forall k \not\in R_0. \quad (5.13)$$

Finally, define

$$R_{00}(f) = \{k \in \{1, \ldots, R\} : \lambda_{\ell} (x + \zeta_k) \neq \lambda_{\ell} (x), \text{ for some } \ell \in R_0 \text{ and some } x \in \mathbb{L}_N\}.$$ 

Thus, by construction, the set $R_{00}$ corresponds to those reactions that affect those of $R_0$, which in turn affect $S_0$.

**Corollary 5.8.** For a given $f$, define $S_0(f), R_0(f)$, and $R_{00}(f)$ as above. Then if $h < N^{-\gamma}$,

$$\| (P_{M,h} - P_h) f \|_\infty = O \left( (N^{3\gamma} h^3 + N^{2\gamma-\min_{R_{00}(f)}(m_k)} h^2) \|f\|_3 \nabla^N) \right).$$
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Proof. Returning to the proof of Theorem 5.6, we consider again (5.9). First we handle 
\[ c(x_0) = N^{2\gamma} \lambda^T [\text{diag}(N^{-c})][D^N \lambda \times (\nabla^N)^2]1_R f(x_0). \]
By (5.13), \( \nabla_i^N \nabla_j^N f(x_0) = 0 \) if either \( i \notin R_0(f) \) or \( j \notin R_0(f) \). Thus, in the matrix \( D^N \lambda \times (\nabla^N)^2 \), the only non-zero entries are those with indices \( i, j \in R_0(f) \). Further, by construction
\[ [D^N \lambda]_{i,j} = \nabla_j \lambda_i \neq 0 \quad \text{only if} \quad i \in R_0(f), j \in R_{00}(f). \]
Therefore, after recalling that \( \nabla_j \lambda_i(x_0) \in N^{c_j-m_j} \) we have that,
\[ c(x_0) \in N^{2\gamma-\min_{k \in R_{00}(f)} \{m_k\}}. \]
By similar arguments,
\[ hw(x_0) - \frac{h^2}{2} a(x_0) \in O(N^{2\gamma-\min_{k \in R_{00}(f)} \{m_k\}} \| f \|^2 N^3 h^2), \]
and the remainder of the argument proceeds in exactly the same manner as the proof of Theorem 5.6.

Definition 4. The system (2.1) is called a first order system if each \( \lambda_k \) is linear.

Noting that it is always possible to solve for the means of first order systems, see [11], the following is pointed out for completeness.

Corollary 5.9. If \( X^N \) is the solution of a first order system, and if \( f \) is linear, then
\[ \| (P_{M,h} - P_h) f \|_\infty = O(N^{3\gamma} h^3). \]

Proof. It is sufficient to show that \( c(x_0) \) in (5.8) and the right hand side of (5.10) are both zero. The fact that \( c(x_0) = 0 \) follows immediately from the linearity of \( f \), as \( (\nabla^N)^2 f = 0 \). Moreover, by the linearity of the intensity functions,
\[ D^N \lambda(\cdot) = [D\lambda(\cdot)][\zeta^N]\text{diag}(N^c), \]
showing the right hand side of (5.10) is zero.

5.4 Weak trapezoidal method

Throughout subsection 5.4, we let \( Z^N_{\text{trap}} \) be the approximation to \( X^N \) computed via Algorithm 3, and for \( x \in \mathbb{L}_N \) let
\[ P_{\text{trap},h} f(x) \overset{def}{=} \mathbb{E}_x f(Z^N_{\text{trap}}(h)), \]
where \( h \) is the size of the time discretization. We will again only consider the case \( h < N^{-\gamma} \), which is a natural stability condition and is discussed further in Section 7.

We make the standing assumption that for all \( x \in \mathbb{L}_N \) and \( k, j \in \{1, \ldots, R\} \), we have
\[ \xi_1 \lambda_k(x + \xi_j) - \xi_2 \lambda_k(x) \geq 0, \quad (5.14) \]
where \( \xi_1 > \xi_2 \) are defined in (2.8) for some \( \theta \in (0,1) \).

Theorem 5.10. Suppose that the step size \( h \) satisfies \( h < N^{-\gamma} \). Then
\[ \|(P_{\text{trap},h} - P_h)\|_{\Sigma^N} = O(N^{3\gamma} h^3). \]
Proof. Consider one step of the method with a step-size of size $h$ and with initial value $x_0$. Note that the first step of the algorithm produces a value $y^*$ that is distributionally equivalent to one produced by a Markov process with generator $B_1^N$ given by

$$B_1^N f(x) = N^\gamma \lambda(x_0) \cdot \nabla^N f(x).$$

Next, given both $x_0$ and $y^*$, step 2 produces a value which is distributionally equivalent to one produced by a Markov process with generator

$$B_2^N f(x) = N^\gamma [\xi_1 \lambda(y^*) - \xi_2 \lambda(x_0)]^+ \cdot \nabla^N f(x). \tag{5.15}$$

Recall that for the exact process,

$$\mathcal{P}_h f(x_0) = f(x_0) + hA^N f(x_0) + \frac{h^2}{2} (A^N)^2 f(x_0) + O(N^{3\gamma} \|f\|_3^N h^3).$$

For the approximate process we have,

$$P_{trap,h} f(x_0) = \mathbb{E}_{x_0}[\mathbb{E}_{x_0}[f(Z_{trap}^N(h))|y^*]]$$

$$= \mathbb{E}_{x_0} f(y^*) + (1 - \theta)h \mathbb{E}_{x_0}[B_2^N f(y^*)] + \frac{(1 - \theta)^2 h^2}{2} \mathbb{E}_{x_0}[(B_2^N)^2 f(y^*)] + O(N^{3\gamma} \|f\|_3^N h^3). \tag{5.16}$$

We will expand each piece of (5.16) in turn. Noting that $B_1^N f(x_0) = A^N f(x_0)$, the first term is

$$\mathbb{E}_{x_0} f(y^*) = f(x_0) + \mathbb{E}_{x_0} \left[ \int_0^{\theta h} B_1^N f(Z_s) ds \right]$$

$$= f(x_0) + \theta h A^N f(x_0) + \frac{\theta^2 h^2}{2} (B_1^N)^2 f(x_0) + O(N^{3\gamma} \|f\|_3^N h^3).$$

We turn attention to the second term, $(1 - \theta)h \mathbb{E}_{x_0}[B_2^N f(y^*)]$, and begin by making the following definition:

$$g(y^*) \overset{\text{def}}{=} B_2^N f(y^*) = N^\gamma [\xi_1 \lambda(y^*) - \xi_2 \lambda(x_0)]^+ \cdot \nabla^N f(y^*)$$

so that $g(x) = N^\gamma ([\xi_1 \lambda(x) - \xi_2 \lambda(x_0)]^+ \cdot \nabla^N f(x)$. Because $\xi_1 - \xi_2 = 1$, we have

$$g(x_0) = N^\gamma \lambda(x_0) \cdot \nabla^N f(x_0) = A^N f(x_0).$$

By our standing assumption (5.14)

$$g(x_0 + \zeta_k) - g(x_0) = N^\gamma (\xi_1 \lambda(x_0 + \zeta_k) - \xi_2 \lambda(x_0)) \cdot \nabla^N f(x_0 + \zeta_k) - N^\gamma \lambda(x_0) \cdot \nabla^N f(x_0).$$

After some algebra

$$B_1^N g(x_0) = N^\gamma (\lambda(x_0) \cdot \nabla^N g)(x_0) = N^\gamma \sum_k \nabla^N \lambda_k(x_0)[g(x_0 + \zeta_k) - g(x_0)]$$

$$= \xi_1 N^\gamma \lambda(x_0) \cdot \nabla^N (N^\gamma \lambda \cdot f)(x_0) - \xi_2 N^\gamma \lambda(x_0) \cdot \nabla^N (\lambda(x_0) \cdot f)(x_0)$$

$$= \xi_1 (B_1^N A^N f(x_0)) - \xi_2 ((B_1^N)^2 f)(x_0).$$
Thus,
\[
\mathbb{E}_{x_0}[B_2^N f(y^*)] = \mathbb{E}_{x_0}[g(y^*)] = g(x_0) + \theta h B_1^N g(x_0) + O(N^{3\gamma} \| f \|_3^N h^2)
\]
\[
= A^N f(x_0) + \theta h \left[ \xi_1 (B_1^N A^N f)(x_0) - \xi_2 (B_1^N)^2 f(x_0) \right] + O(N^{3\gamma} \| f \|_3^N h^2)
\]
\[
= A^N f(x_0) + \theta h \left[ \xi_1 (A^N)^2 f(x_0) - \xi_2 (B_1^N)^2 f(x_0) \right] + O(N^{3\gamma} \| f \|_3^N h^2),
\]
where the last line follows since \( B_1^N f(x_0) = A^N f(x_0) \) for any \( f \).

Finally, we turn the the last term in (5.16). Define
\[
q(y^*) := (B_2^N)^2 f(y^*)
\]
\[
= [\xi_1 \lambda(y^*) - \xi_2 \lambda(x_0)]^+ \cdot \nabla^N ([\xi_1 \lambda(y^*) - \xi_2 \lambda(x_0)]^+ \nabla^N f)(y^*),
\]
so that
\[
q(x) = [\xi_1 \lambda - \xi_2 \lambda(x_0)]^+ \cdot \nabla^N ([\xi_1 \lambda - \xi_2 \lambda(x_0)]^+ \nabla^N f)(x).
\]

By our standing assumption (5.14) we have
\[
\mathbb{E}_{x_0}[(B_2^N)^2 f(y^*)] = \mathbb{E}_{x_0}[q(y^*)]
\]
\[
= q(x_0) + O(N^{3\gamma} \| f \|_3^N h) = (B_1^N)^2 f(x_0) + O(N^{3\gamma} \| f \|_3^N h). \tag{5.17}
\]

Noting that
\[
(1 - \theta) \theta \xi_1 = \frac{1}{2} \quad \text{and} \quad (1 - \theta) \theta \xi_2 = \frac{(1 - \theta)^2 + \theta^2}{2},
\]
we may conclude the following from the above calculations
\[
\mathbb{E}_{x_0}[f(Z_{trap,h}^N)] = \mathbb{E}_{x_0} f(y^*) + (1 - \theta) h \mathbb{E}_{x_0} [B_2^N f(y^*)] + \frac{(1 - \theta)^2 h^2}{2} \mathbb{E}_{x_0} [(B_2^N)^2 f(y^*)]
\]
\[
+ O(N^{3\gamma} \| f \|_3^N h^3)
\]
\[
= f(x_0) + \theta h A^N f(x_0) + \frac{\theta^2 h^2}{2} (B_1^N)^2 f(x_0)
\]
\[
+ (1 - \theta) h A^N f(x_0) + \frac{h^2}{2} (A^N)^2 f(x_0) - \frac{h^2}{2} [(1 - \theta)^2 + \theta^2] (B_1^N)^2 f(x_0)
\]
\[
+ \frac{(1 - \theta)^2 h^2}{2} (B_1^N)^2 f(x_0) + O(N^{3\gamma} \| f \|_3^N h^3)
\]
\[
= f(x_0) + A^N f(x_0) + \frac{h^2}{2} (A^N)^2 f(x_0) + O(N^{3\gamma} \| f \|_3^N h^3).
\]

Thus
\[
\| (P_{\text{trap},h} - P_h) f \|_0 \in O(N^{3\gamma} \| f \|_3^N h^3),
\]
and the proof is complete. \( \square \)

6 Bound on \( \| P_t f \|_n^{\nabla^N} \)

In this section we will provide a bound on \( \| P_t f \|_n^{\nabla^N} \) for any nonnegative \( n \). We point out, however, that for any process \( X^N \) for which \( P_t \) is well behaved, in that \( \| P_t \|_{n \to 0} \) is bounded without any \( N \) dependence, the following results are not needed, and, in fact, would most likely be a least optimal
bound, as the bound grows exponentially in $N^\gamma t$. Note that any system satisfying the classical scaling has $\gamma = 0$.

For $t \geq 0$ and $x \in \mathbb{L}_N$, We define

$$v(t, x) \overset{\text{def}}{=} \mathcal{P}_t f(x) = \mathbb{E}_x [f(X_t^N)].$$

**Theorem 6.1.** If $\|f\|_{\nabla_n^N} < \infty$, then

$$\|v(t, \cdot)\|_{\nabla_n^N} = \|\mathcal{P}_t f\|_{\nabla_n^N} \leq \|f\|_{\nabla_n^N} e^{N^\gamma C_n t}$$

where

$$C_n = 2 \left( \|\lambda\|_{\nabla_n^N} R + R(n - 1) \|\lambda\|_{\nabla_n^N} \right). \quad (6.1)$$

We delay the proof of Theorem 6.1 until the following Lemma is shown, the proof of which is similar to that found in [17], which itself was an extension of the proof of Lemma 4.3 in [3].

**Lemma 6.2.** Given a multiset $I$ of $\{1, \cdots, R\}$, there exists a function $q_I(x)$ that is a linear function of terms of the form $\nabla_n^N v(t, x)$ with $|J| < |I|$, so that

$$\partial_t \nabla_n^N v(t, x) = N^\gamma (\lambda \cdot \nabla_n^N) \nabla_n^N v(t, x) + N^\gamma \sum_{i=1}^{|I|} (\beta_i \cdot \nabla_n^N) \nabla_n^N v(t, x + \zeta_i) + N^\gamma q_I(x),$$

where $\beta_i = \nabla_n^N \lambda$. Further, $q_I$ consists of at most $R(|I| - 1)$ terms of the form $\nabla_n^N v(t, x)$, each of whose coefficients are bounded above by $\|\lambda\|_{\nabla_n^N}$. 

**Proof.** This goes by induction. For $|I| = 0$, the statement follows because

$$\partial_t v(t, x) = N^\gamma (\lambda \cdot \nabla_n^N) v(t, x). \quad (6.2)$$

Note that in this case, there are no $\beta_i$ or $q$ terms. It is instructive to perform the $|I| = 1$ case. We have

$$\partial_t \nabla_n^N v(t, x) = \nabla_n^N \partial_t v(t, x)$$

$$= \nabla_n^N (N^\gamma \lambda \cdot \nabla_n^N v(t, x))$$

$$= N^\gamma (\nabla_n^N \lambda \cdot \nabla_n^N) v(t, x) + N^\gamma \nabla_n^N \lambda \cdot \nabla_n^N \nabla_n^N v(t, x) + \nabla_n^N (N^{-c_k} \nabla_n^N \lambda \cdot \nabla_n^N \nabla_n^N v(t, x)).$$

Note that for any $g : \mathbb{R}^d \to \mathbb{R}$

$$(\nabla_n^N \lambda \cdot \nabla_n^N) g(x) + (N^{-c_k} \nabla_n^N \lambda \cdot \nabla_n^N) \nabla_n^N g(x) = (\nabla_n^N \lambda \cdot \nabla_n^N) g(x + \zeta_k). \quad (6.3)$$

Therefore, with $g(x) = v(t, x)$ in the above, we have

$$\partial_t \nabla_n^N v(t, x) = N^\gamma (\lambda(x) \cdot \nabla_n^N) \nabla_n^N v(t, x) + N^\gamma (\nabla_n^N \lambda(x) \cdot \nabla_n^N) v(t, x + \zeta_k).$$
Now assume that it holds for a set of size $\leq |I|$. Then, using the inductive hypothesis, Lemma 5.3, and equation (6.3) yields

$$
\partial_t \nabla^N_k \nabla^N_I v(t, x) \\
= \nabla^N_k \partial_t \nabla^N_I v(t, x) \\
= N^\gamma \nabla^N_k \left[ (\lambda \cdot \nabla^N) \nabla^N_I v(t, x) + \sum_{i=1}^{|I|} (\beta_i \cdot \nabla^N) \nabla^N_{I \setminus \ell_i} v(t, x + \zeta_{\ell_i}) + q_I(x) \right] \\
= N^\gamma \left[ (\lambda \cdot \nabla^N) \nabla^N_{I \cup k} v(t, x) + (\nabla^N_k \lambda \cdot \nabla^N) \nabla^N_I v(t, x + \zeta_k) \right] \\
+ N^\gamma \sum_{i=1}^{|I|} \left[ (\beta_i \cdot \nabla^N) \nabla^N_k \nabla^N_{I \setminus \ell_i} v(t, x + \zeta_{\ell_i}) + (\nabla^N_k \beta_i \cdot \nabla^N) \nabla^N_{I \setminus \ell_i} v(t, x + \zeta_{\ell_i} + \zeta_k) \right] \\
+ N^\gamma \nabla^N_k q_I(x) \\
= N^\gamma (\lambda \cdot \nabla^N) \nabla^N_{I \cup k} v(t, x) + N^\gamma \left[ (\nabla^N_k \lambda \cdot \nabla^N) \nabla^N_{I \cup k \setminus k} v(t, x + \zeta_k) + \sum_{i=1}^{|I|} (\beta_i \cdot \nabla^N) \nabla^N_{I \cup k \setminus \ell_i} v(t, x + \zeta_{\ell_i}) \right] \\
+ N^\gamma \left[ \nabla^N_k q_I(x) + (\nabla^N_k \beta_i \cdot \nabla^N) \nabla^N_{I \setminus \ell_i} v(t, x + \zeta_{\ell_i} + \zeta_k) \right],
$$

showing the result. \(\square\)

**Proof. (of Theorem 6.1)**

Let $n \geq 0$. Define

$$
U_n(t) \overset{\text{def}}{=} \max_{x \in \mathbb{L}_N \cap I \leq n} |\nabla^N_I v(t, x)| = \|v||^N_n.
$$

Each $\nabla^N_I v(t, x)$ is a continuously differentiable function with respect to $t$. Therefore, the maximum above is achieved at some $(I^*, x^*)$ for all $t \in [0, t_1]$ where $t_1 > 0$. Fixing this choice of $(I^*, x^*)$, we have

$$
U_n(t) = \nabla^N_{I^*} v(t, x^*)
$$

for all $t < t_1$.

Note that

$$
[(\lambda \cdot \nabla^N) \nabla^N_{I^*} v(t, x^*)] \nabla^N_{I^*} v(t, x^*) = \sum_k \lambda_k(x) (\nabla^N_k \nabla^N_{I^*} v(t, x^*)) \nabla^N_{I^*} v(t, x^*) \\
= \sum_k \lambda_k(x) (\nabla^N_{I^*} v(t, x^* + \zeta_k) - \nabla^N_{I^*} v(t, x^*)) \nabla^N_{I^*} v(t, x^*) \\
\leq 0,
$$

(6.4)

where the final inequality holds by the specific choice of $I^*$ and $x^*$. Also note that for any $\ell_i \in I^*$ and any choice of $x \in \mathbb{L}_N$

$$
|\nabla^N \nabla^N_{I^* \setminus \ell_i} v(t, x)| \leq \sum_{k=1}^R |\nabla_k \nabla^N_{I^* \setminus \ell_i} v(t, x)| \leq R|\nabla^N_{I^*} v(t, x^*)|.
$$

(6.5)
From Lemma 6.2 and equations (6.4) and (6.5), we have

\[
\frac{1}{2} \partial_t (|\nabla N| v(t, x^*))^2 = (\partial_t |\nabla N| v(t, x^*)) |\nabla N| v(t, x^*)
\]

\[
= N^\gamma \left[ (\lambda \cdot \nabla N) |\nabla N| v(t, x^*) + \sum_{i=1}^{I^*} (\beta_i \cdot \nabla N) v(t, x^* + \xi_{\ell_i}) + q_{I^*}(x^*) \right] |\nabla N| v(t, x^*) \tag{6.6}
\]

\[
\leq N^\gamma \left[ \|\lambda\|_{1}^{\nabla N} \left| I^* \right| R \left| \nabla N, v(t, x^*) \right|^2 + R(\left| I^* \right| - 1) \|\lambda\|_{1}^{\nabla N} \right] |\nabla N| v(t, x^*)^2,
\]

where we have used the fact that each \(\beta_i = \nabla \xi_{\ell_i}\) for \(\ell_i \in I^*\). Setting

\[
C_n = 2 \left( \|\lambda\|_{1}^{\nabla N} n R + R(n - 1) \|\lambda\|_{1}^{\nabla N} \right), \tag{6.7}
\]

we see by an application of Gronwall’s inequality that the conclusion of the theorem holds for all \(t < t_1\). That is, for \(t < t_1\)

\[
U_n(t) \leq \|f\|_{n}^{\nabla N} e^{N^\gamma C_n t}.
\]

To continue, repeat the above argument on the interval \([t_1, t_2]\), with \(I^*, x^*\) again chosen to maximize \(U_n\) on that interval, and note that

\[
U_n(t_1) \leq \|f\|_{n}^{\nabla N} e^{N^\gamma C_n t_1},
\]

so that we may conclude that for \(t_1 \leq t < t_2\),

\[
U_n(t) \leq \|f\|_{n}^{\nabla N} e^{N^\gamma C_n t_1} e^{N^\gamma C_n (t - t_1)} = \|f\|_{n}^{\nabla N} e^{N^\gamma C_n t}.
\]

Continuing on, we see that \(t_i \to \infty\) as \(i \to \infty\) by the boundedness of the time derivatives of \(v(t, x)\), thereby concluding the proof.

\[
\square
\]

**Remark 6.3.** In the theorem above, \(C_n \in \|\lambda\|_{n}^{\nabla N}\).

Combining all of the above results, we have the following theorems.

**Theorem 6.4. (Global bound for the Euler method)**

For Algorithm 1, suppose that the step size \(h\) satisfies \(h < N^{-\gamma}\), and \(T = nh\). Then

\[
\|(P_{E,h}^n - P_{nh})\|_{2^{-40}} = O(N^{2\gamma}he^{C_2 N^\gamma T})
\]

where \(C_2 \in O(\|\lambda\|_{2}^{\nabla N})\) is defined in (6.1).

**Theorem 6.5. (Global bound for the midpoint tau-leap method)**

For Algorithm 2, suppose that the step size \(h\) satisfies \(h < N^{-\gamma}\), and \(T = nh\). Then

\[
\|(P_{M,h}^n - P_{nh})\|_{3^{-40}} = O([N^{3\gamma}h^2 + N^{2\gamma-\min(m_k)}h]e^{C_3 N^\gamma T})
\]

where \(C_3 \in O(\|\lambda\|_{3}^{\nabla N})\) is defined in (6.1).

The following immediate corollary to the theorem above recovers the result in [3].

**Corollary 6.6.** Under the additional condition \(h > N^{-\gamma-\min(m_k)}\) in Theorem (6.5), the leading order of the error of midpoint tau-leaping is \(O(h^2)\).
Theorem 6.7. *(Global bound for the weak trapezoidal method)*  
For Algorithm 3, suppose that the step size $h$ satisfies $h < N^{-\gamma}$, and $T = nh$. Then

$$\|P^n_h - P_{nh}\|_{\mathbb{P}^N} = O(h^2 N^{3\gamma} e^{N^\gamma C_3 T})$$

where $C_3 \in O(\|\lambda\|^{3\gamma})$ is defined in (6.1).

Thus, we see that the weak trapezoidal method detailed in Algorithm 3 is the only method that boasts a global error of second order in the stepsize $h$ in an honest sense. That is, it is a second order method for the multiple scalings regardless of the relation of $h$ with respect to $N$. This is in contrast to the midpoint tau leaping method, Algorithm 2, which has second order accuracy only when the step-size $h$ is larger than $N^{-\gamma} - \min\{m_k\}$.

7 Stability

The main results and proofs of our paper have incorporated stability concerns into the analysis. This is seen in the statements of the theorems by the running condition that $h < N^{-\gamma}$, where we recall that $N^\gamma$ should be interpreted as the time-scale of the system. Without this condition, the methods are unstable, and in fact the convergence results do not hold. It is an interesting question, and the subject of future work, to determine the stability properties of other methods in this setting.

As an instructive example, again consider the system

$$S_1 \xrightleftharpoons{100} S_2$$

with $X_1(0) = X_2(0) = 10,000$. In this case, it is natural to take $N = 10,000$. As the rate constants are $100 = \sqrt{10,000}$, we take $\beta_1 = \beta_2 = 1/2$ and find that $\gamma = 1/2$. The equation governing the normalized process $X_1^N$ is

$$X_1^N(t) = X_1^N(0) - Y_1\left(N^{1/2} N \int_0^t X_1^N(s) ds\right) \frac{1}{N} + Y_2\left(N^{1/2} N \int_0^t (2 - X_1^N(s)) ds\right) \frac{1}{N}$$

where we have used that $X_1^N + X_2^N \equiv 2$. It is now clear that if the condition $h < N^{-\gamma}$ is violated a path generated by any of the explicit methods discussed in this paper will behave quite poorly.

8 Example

Consider the following first order reaction network

$$A \xrightleftharpoons{\kappa_1} B \xrightleftharpoons{\kappa_3} C,$$

with $\kappa_1 = 0.03, \kappa_2 = 1, \kappa_3 = 0.1, \text{and } \kappa_4 = 1$. Starting from the initial state

$$X(0) = (X_A(0), X_B(0), X_C(0)) = (13000, 100, 20),$$

where we make the obvious associations $X_1 = X_A, X_2 = X_B, \text{and } X_3 = X_C$. We approximate $X(t)$ using the three methods considered in this paper: Euler, midpoint, and weak trapezoidal. For first order systems, we may find the first moments and the covariances of $X(t)$ as solutions of linear ODEs using a Moment Generating function approach [11].
Figure 1: The log-log plot of $|\mathbb{E}[X^2_3(2)] - \mathbb{E}[Z^2_3(2)]|$ against $h$ for the three approximation methods. The slope for Euler’s method is 1.21, whereas the slope for the weak trapezoidal solution is 3.06, which is better than expected. The curve governing the solution from the midpoint method appears to not be linear; a behavior predicted by Theorem 5.6.

In Figure 1, we show a log-log plot of $|\mathbb{E}[X^2_3(2)] - \mathbb{E}[Z^2_3(2)]|$ against $h$ for the three approximation methods. Each data point was found from either $10^6, 2.9 \times 10^6, 3.9 \times 10^6, 4.9 \times 10^6, 8 \times 10^6, \text{ or } 10^7$ independent simulations, with the number of simulations depending upon the size of $h$ and the method being used. The slope for Euler’s method is 1.21, whereas the slope for the weak trapezoidal solution is 3.06, which is better than expected. The curve governing the solution from the midpoint method appears to not be linear; a behavior predicted by Theorem 5.6.

In Figure 2 we again consider the log-log plots of $|\mathbb{E}[X^2_3(2)] - \mathbb{E}[Z^2_3(2)]|$ against $h$, but now only for Euler’s method and the midpoint method so that we may see the change in behavior in the midpoint method predicted in Theorem 5.6. In (a), we see that for larger $h$ the slope generated via the midpoint method is 2.03, whereas in (b) the slope is 1.12 when $h$ is smaller. For reference, in (a) the slope generated by Euler’s method is 1.366, whereas in (b) it is 1.09.

Figure 2: The log-log plot of $|\mathbb{E}[X^2_3(2)] - \mathbb{E}[Z^2_3(2)]|$ against $h$. The slope for generated via midpoint trapezoidal shifts from 2.03 in (a) to 1.12 in (b).
Figure 3: Log-log plot of $|\mathbb{E}[X_3(2)] - \mathbb{E}[Z_3(2)]|$ against $h$ for the three approximation methods. The slopes are: 1.02 for Euler’s methods, 2.372 for midpoint method, and 2.3 for the trapezoidal method.

While the simulations make no use of the scalings inherent in the system, it is instructive for us to quantify them in this example so that we are able to understand the behavior of the midpoint method. We have $N \approx 10^4$, $\alpha_1 = 1$, $\alpha_2 = 1/2$, $\alpha_3 = 1/4$, and $m_k = 1/4$. Also, $\gamma \approx 0$. Therefore, Theorem 5.6 predicts the midpoint method will behave as an order two method if $h \gg N^{-1/4} \approx 1/10$, or if $\log(h) \gg -2.3$, which roughly agrees with what is shown in Figures 1 and 2. Note that Theorem 5.6 will never provide a sharp estimate as to when the behavior will change as it is a local result and the scalings in the system will change during the course of a simulation.

The fact that the trapezoidal method gave an order three convergence rate above does not hold in general. This was demonstrated in the proof of Theorem 5.10, but it is helpful to also show this via example. In Figure 3 we present a log-log plot of $|\mathbb{E}[X_3(2)] - \mathbb{E}[Z_3(2)]|$ for the different algorithms on this same example. The slopes are: 1.02 for Euler’s methods, 2.372 for midpoint method, and 2.3 for the trapezoidal method. Note that Corollary 5.9 explains why the midpoint method is as accurate as the weak trapezoidal algorithm in this case. We point out that all of the plots above represent results pertaining to the non-normalized processes as the simulation methods themselves make no use of the scalings.

A Why the weak trapezoidal algorithm works

This discussion follows that of Section 3.1 in [5]. Equation (2.1) is distributionally equivalent\(^2\) to

$$X(t) = X(0) + \sum_k \zeta_k \int_0^\infty \int_0^t 1_{[0, \lambda_k(X(s))]}(u) \mu_k(du \times ds),$$

(A.1)

where the $\mu_k$ are independent, unit-rate Poisson random measures on $[0, \infty)^2$ with Lebesgue mean measure. That is, if $A, B \subset [0, \infty)^2$ with $A \cap B = \emptyset$, then $\mu_k(A)$ and $\mu_k(B)$ are independent Poisson random variables with parameters Area$(A)$ and Area$(B)$, respectively. All other notation is as before. In order to approximate the integral in (A.1) over the time interval $[0, h)$, we must approximate $\mu_k(A_{[0,h]}(\lambda_k))$ where $A_{[0,h]}(\lambda_k)$ is the region under the curve $\lambda_k(X(t))$ for $0 \leq t < h$.

\(^2\)In that solutions to (A.1) are Markov processes that solve the same martingale problem as solutions to (2.1); that is, they have the same generator [10].
Figure 4: A graphical depiction of the Weak trapezoidal algorithm with $\theta = 1/2$. In (a) the region of space-time used in the first step of the Weak trapezoidal algorithm is depicted by the grey shaded Region 1. In (b) the desired region to use, in order to perform a trapezoidal approximation, would be Region 2. However, we have used Region 3 in our previous calculation and this is analytically problematic to undo. In (c) we see that Region 5 gives the correct amount of new area wanted as subtracting off the area of Region 4 “offsets” the used area of Region 3. The case $\theta \neq 1/2$ is similar.

We consider a natural way to approximate $X(h)$ and focus on the double integral in (A.1) for a single $k$. We also take $\theta = 1/2$ for simplicity and simply note that the case $\theta \neq 1/2$ follows similarly. We begin by approximating the value $X(h/2)$ by $y^*$ obtained via an Euler approximation of the system on the interval $[0, h/2)$. To do so, we hold $X(t)$ fixed at $X(0)$ and see that we need to calculate $\mu_k(\text{Region 1})$, where Region 1 is the grey shaded region in Figure 4(a). Because

$$\mu_k(\text{Region 1}) \overset{D}{=} \text{Poisson}(\lambda_k(X(0))h/2),$$

we see that this step is equivalent in distribution to the first step of Algorithm 3, where “$\overset{D}{=}”$ denotes “equal in distribution.”

If we were trying to determine the area under the curve $\lambda_k(X(t))$ using an estimated midpoint $y^*$ for a deterministic $X(t)$, one natural (and common) way would be to use the area of Region 2, where Region 2 is the grey shaded region in Figure 4(b). Such a method would be equivalent to a trapezoidal rule. However, in our setting we would have to ignore, or subtract off, the area already accounted for in Region 3, which is depicted as the shaded green section of Figure 4(b). In doing so, the random variable needed in order to perform this step would necessarily be dependent upon the past (via Region 3), and our current analysis would break down. However, noting that Region 3 has the same area as Region 4, as depicted by the blue shaded region in Figure 4(c), we see that it would be reasonable to expect that if one only uses Region 5, as depicted as the grey shaded region in Figure 4(c), then the accuracy of the method should be improved as we have performed a trapezoidal type approximation. Because, after some algebra,

$$\mu_k(\text{Region 5}) \overset{D}{=} \text{Poisson}(2\lambda_k(y^*) - \lambda_k(X(0))),$$

we see that this is precisely what is carried out by Step 2 of the Weak Trapezoidal Algorithm.
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